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Figure 22: The observed 95% C.L. upper limits on the signal strength modifier µ = s/sSM
as a function of the SM Higgs boson mass in the range 110-600 GeV/c2 for the eight major
analyses and their combination. The limits are obtained with the CLs method. The solid lines
show the observed limits, while the dashed lines indicate the median expected assuming the
background-only hypothesis.
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Figure 22: The observed 95% C.L. upper limits on the signal strength modifier µ = s/sSM
as a function of the SM Higgs boson mass in the range 110-600 GeV/c2 for the eight major
analyses and their combination. The limits are obtained with the CLs method. The solid lines
show the observed limits, while the dashed lines indicate the median expected assuming the
background-only hypothesis.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-
proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
B(B0

s ! µ+µ�) < 1.9 ⇥ 10�8 (1.6 ⇥ 10�8) and B(B0 ! µ+µ�) < 4.6 ⇥ 10�9 (3.7 ⇥ 10�9),
at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥ 10�8 (4.8 ⇥ 10�9)
for B0

s ! µ+µ� (B0 ! µ+µ�). The background-only p value is 0.11 (0.40) for B0
s ! µ+µ�

(B0 ! µ+µ�), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-
suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� has been performed

on a data sample of pp collisions at
p

s = 7 TeV corresponding to an integrated luminosity of
1.14 fb�1. The observed event yields are consistent with those expected adding background
and SM signals. Upper limits on the branching fractions have been determined at 90% and
95% CL.

We wish to congratulate our colleagues in the CERN accelerator departments for the excellent
performance of the LHC machine. We thank the technical and administrative staff at CERN and
other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Bel-
gium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); Academy of Sci-
ences and NICPB (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3
(France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE
and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithua-
nia); CINVESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pak-
istan); SCSR (Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan);
MST, MAE and RFBR (Russia); MSTD (Serbia); MICINN and CPAN (Spain); Swiss Funding
Agencies (Switzerland); NSC (Taipei); TUBITAK and TAEK (Turkey); STFC (United Kingdom);
DOE and NSF (USA).
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Figure 22: The observed 95% C.L. upper limits on the signal strength modifier µ = s/sSM
as a function of the SM Higgs boson mass in the range 110-600 GeV/c2 for the eight major
analyses and their combination. The limits are obtained with the CLs method. The solid lines
show the observed limits, while the dashed lines indicate the median expected assuming the
background-only hypothesis.
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proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
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suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].
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s ! µ+µ� and B0 ! µ+µ� has been performed
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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χ
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-
proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
B(B0

s ! µ+µ�) < 1.9 ⇥ 10�8 (1.6 ⇥ 10�8) and B(B0 ! µ+µ�) < 4.6 ⇥ 10�9 (3.7 ⇥ 10�9),
at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥ 10�8 (4.8 ⇥ 10�9)
for B0

s ! µ+µ� (B0 ! µ+µ�). The background-only p value is 0.11 (0.40) for B0
s ! µ+µ�

(B0 ! µ+µ�), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-
suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� has been performed

on a data sample of pp collisions at
p

s = 7 TeV corresponding to an integrated luminosity of
1.14 fb�1. The observed event yields are consistent with those expected adding background
and SM signals. Upper limits on the branching fractions have been determined at 90% and
95% CL.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
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given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-
proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
B(B0

s ! µ+µ�) < 1.9 ⇥ 10�8 (1.6 ⇥ 10�8) and B(B0 ! µ+µ�) < 4.6 ⇥ 10�9 (3.7 ⇥ 10�9),
at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥ 10�8 (4.8 ⇥ 10�9)
for B0

s ! µ+µ� (B0 ! µ+µ�). The background-only p value is 0.11 (0.40) for B0
s ! µ+µ�

(B0 ! µ+µ�), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-
suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� has been performed

on a data sample of pp collisions at
p

s = 7 TeV corresponding to an integrated luminosity of
1.14 fb�1. The observed event yields are consistent with those expected adding background
and SM signals. Upper limits on the branching fractions have been determined at 90% and
95% CL.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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This note reports a search for the Higgs boson decaying to W
+ W

� in pp collisions

at
p s = 7 TeV. The analysis is performed using LHC data recorded with the CMS

detector, corresponding to an integrated luminosity of 1.5 fb
�1 . W

+ W
� candidates

are selected in events with two leptons, electrons or muons. No significant excess

above the Standard Model background expectation is observed, and upper limits on

Higgs boson production are derived, excluding the presence of a Higgs boson with a

mass in the range [147 - 194] GeV/c2 at 95% C.L. using the CLs approach.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-
proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
B(B0

s ! µ+µ�) < 1.9 ⇥ 10�8 (1.6 ⇥ 10�8) and B(B0 ! µ+µ�) < 4.6 ⇥ 10�9 (3.7 ⇥ 10�9),
at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥ 10�8 (4.8 ⇥ 10�9)
for B0

s ! µ+µ� (B0 ! µ+µ�). The background-only p value is 0.11 (0.40) for B0
s ! µ+µ�

(B0 ! µ+µ�), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-
suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� has been performed

on a data sample of pp collisions at
p

s = 7 TeV corresponding to an integrated luminosity of
1.14 fb�1. The observed event yields are consistent with those expected adding background
and SM signals. Upper limits on the branching fractions have been determined at 90% and
95% CL.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
The signal windows for B0

s and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-
proach [17]. Table 1 shows the values needed for the extraction of the results, separately for
the barrel and endcap channels. The obtained upper limits on the branching fractions are
B(B0

s ! µ+µ�) < 1.9 ⇥ 10�8 (1.6 ⇥ 10�8) and B(B0 ! µ+µ�) < 4.6 ⇥ 10�9 (3.7 ⇥ 10�9),
at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥ 10�8 (4.8 ⇥ 10�9)
for B0

s ! µ+µ� (B0 ! µ+µ�). The background-only p value is 0.11 (0.40) for B0
s ! µ+µ�

(B0 ! µ+µ�), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-
suming a B0

s ! µ+µ� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� has been performed

on a data sample of pp collisions at
p

s = 7 TeV corresponding to an integrated luminosity of
1.14 fb�1. The observed event yields are consistent with those expected adding background
and SM signals. Upper limits on the branching fractions have been determined at 90% and
95% CL.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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choice of scales in the following six combinations:
ð!f;!rÞ ¼ ðhpTi=2; hpTi=2Þ, (hpTi=2, hpTi), (hpTi,
hpTi=2), (2hpTi, 2hpTi), (2hpTi, hpTi), and (hpTi, 2hpTi).
These scale variations modify the predictions of the
normalized "dijet distributions by less than 5% (9%) at

low (high) Mjj. The uncertainty due to the choice of
PDFs was determined from the 22 CTEQ6.6 uncertainty
eigenvectors using the procedure described in Ref. [20],
and was found to be less than 0.5% for allMjj ranges. Half
of the difference between the nonperturbative corrections
from PYTHIA and HERWIGþþ was taken as the systematic
uncertainty, and was found to be less than 4% (0.1%) at low
(high) Mjj. Overall there is good agreement between the
measured dijet angular distributions and the theoretical
predictions for all Mjj ranges.

The measured dijet angular distributions can be used
to set limits on quark compositeness represented by a
four-fermion contact interaction term in addition to the
QCD Lagrangian. The value of the mass scale! character-
izes the strengths of the quark substructure binding inter-
actions and the physical size of the composite states.
A color- and isospin-singlet contact interaction (CI) of
left-handed quarks gives rise to an effective Lagrangian
term: Lqq ¼ #0ð2$=!2Þð "qL%!qLÞð "qL%!qLÞ [21,22],
where #0 ¼ þ1 corresponds to destructive interference
between the QCD and the new physics term, and
#0 ¼ %1 to constructive interference. We investigate a
model in which all quarks are considered composite as
implemented in the PYTHIA event generator.
The contributions of the CI term in PYTHIA are calcu-

lated to leading order (LO), whereas the QCD predictions
for the dijet angular distributions are known up to NLO.
In order to account for this difference in the QCD plus CI
prediction, the cross-section difference &QCD

NLO % &QCD
LO was

added to the LO QCDþCI prediction in eachMjj and "dijet

bin. With this procedure, we obtain a QCDþCI prediction
where the QCD terms are corrected to NLO while the CI
terms are calculated at LO. Nonperturbative corrections
due to hadronization and multiple parton interactions
were also applied to the prediction. The prediction for
QCDþCI at the scale of !þ ¼ 5 TeV (#0 ¼ þ1) and
!% ¼ 5 TeV (#0 ¼ %1) are shown in Fig. 1, for the
four highest Mjj ranges.
We perform a statistical test discriminating between the

QCD-only hypothesis and the QCDþCI hypothesis as a
function of the scale ! based on the log-likelihood-ratio

Q ¼ %2 lnðLQCDþCI

LQCD
Þ. The likelihood functions LQCDþCI and

LQCD are modeled as a product of Poisson likelihood
functions for each bin in "dijet and Mjj in the four highest
Mjj ranges. The prediction for each Mjj range is norma-
lized to the number of data events in that range. The
p values, PQCDþCIðQ & QobsÞ and PQCDðQ ' QobsÞ, are
obtained from ensembles of pseudoexperiments. A modi-
fied frequentist approach [23–25] based on the quantity

CL s ¼
PQCDþCIðQ & QobsÞ
1% PQCDðQ ' QobsÞ

is used to set limits on !. This approach is more conserva-
tive than a pure frequentist approach (Neyman construc-
tion) and prevents an exclusion claim when the data may
have little sensitivity to new physics [26]. Systematic un-
certainties were introduced via Bayesian integration [27]
by varying them as nuisance parameters in the ensembles
of pseudoexperiments according to a Gaussian distribution
convoluted with the shape variation induced to the "dijet

distributions. We consider the QCDþCI model to be ex-
cluded at the 95% confidence level if CLs < 0:05. Figure 2
shows the observed and expected CLs as a function of the
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FIG. 1 (color online). Normalized dijet angular distributions in
several Mjj ranges, shifted vertically by the additive amounts
given in parentheses in the figure for clarity. The data points
include statistical and systematic uncertainties. The results are
compared with the predictions of pQCD at NLO (shaded band)
and with the predictions including a contact interaction term of
compositeness scale !þ ¼ 5 TeV (dashed histogram) and
!% ¼ 5 TeV (dotted histogram). The shaded band shows the
effect on the NLO pQCD predictions due to !r and !f

scale variations and PDF uncertainties, as well as the unce-
rtainties from the nonperturbative corrections added in
quadrature.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.
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Figure 4: Dimuon invariant mass distributions in the barrel (left) and endcap (right) channels.

The signal windows for B0
s

and B0 are indicated by horizontal lines.

SM expectation for signal plus background. Upper limits are determined with the CLs ap-

proach [17]. Table 1 shows the values needed for the extraction of the results, separately for

the barrel and endcap channels. The obtained upper limits on the branching fractions are

B(B
0
s
! µ

+ µ
� ) < 1.9 ⇥

10�
8 (1.6 ⇥

10�
8 ) and B(B

0 ! µ
+ µ

� ) < 4.6 ⇥
10�

9 (3.7 ⇥
10�

9 ),

at 95% (90%) CL. The median expected upper limits at 95% CL are 1.8 ⇥
10�

8 (4.8 ⇥
10�

9 )

for B0
s
! µ

+ µ
� (B

0 ! µ
+ µ

� ). The background-only p value is 0.11 (0.40) for B0
s
! µ

+ µ
�

(B
0 ! µ

+ µ
� ), corresponding to 1.2 (0.27) standard deviations. The p value is 0.053 when as-

suming a B0
s
! µ

+ µ
� signal at 5.6 times the SM value, as reported in Ref. [10].

In summary, a search for the rare decays B0
s
! µ

+ µ
� and B0 ! µ

+ µ
� has been performed

on a data sample of pp collisions at
p s = 7 TeV corresponding to an integrated luminosity of

1.14 fb
�1 . The observed event yields are consistent with those expected adding background

and SM signals. Upper limits on the branching fractions have been determined at 90% and

95% CL.
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Search for the Higgs Boson Decaying to W
+ W

� in the Fully

Leptonic Final State
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Abstract

This note reports a search for the Higgs boson decaying to W
+ W

� in pp collisions

at
p s = 7 TeV. The analysis is performed using LHC data recorded with the CMS

detector, corresponding to an integrated luminosity of 1.5 fb
�1 . W

+ W
� candidates

are selected in events with two leptons, electrons or muons. No significant excess

above the Standard Model background expectation is observed, and upper limits on

Higgs boson production are derived, excluding the presence of a Higgs boson with a

mass in the range [147 - 194] GeV/c2 at 95% C.L. using the CLs approach.
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Testing the standard model at CMS

‣ All of our measurements are tests of the current theory, the SM

‣ Searches for new-physics signatures test the SM in very particular 
corners of phase space

‣ Standard-model measurements test the SM through other, 
broader lines of attack

‣ Test SM in already-explored 
regimes, but more stringently

‣ Test SM in new regimes that 
are now accessible at the LHC

‣ Develop and verify new tools 
for testing SM in regimes that 
will be accessible shortly
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CMS detector

4

Not 
shown:
DAQ/
trigger,  

computers, 
softwareAll-silicon tracker (3 

pixel, 10 strip layers), lead-
tungstate crystal ECAL, 
brass/scintillator HCAL

3.8 T solenoidal B field, 
gas detectors for muons 
embedded in return yoke

Tracking to |η| = 2.5, 
calorimetry to |η| = 5
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Precision reconstruction

‣ Detector is sufficiently granular to 
reconstruct and identify individual 
particles using best combination of 
all subdetector information

‣ “Particle flow” technique

‣ Redundant information gives better 
calibration, resolution, etc.

‣ Jet energies, missing energies 
computed from individual particles

‣ Leads to relatively small 
corrections and thus small 
uncertainties on jet-energy scale 
(JES), good resolution on jet and 
missing energy.
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Datasets and conditions

‣ Measurements largely come from 
two data-taking periods:

‣ 2010 pp collision data, ~36 pb-1

‣ 2011 pp collisions up to July EPS 
conference, ~1.1 fb-1

‣ But some high-statistics analyses 
can be done with much less data

‣ Increasing luminosity leads to 
increasing “pileup”

‣ Analyses shown here largely 
insensitive to pileup problems, 
thanks to good pileup subtraction 
algorithms, but a constant source 
of scrutiny going forward

6

N̄ = 5

N̄ = 10

N̄ = 15



Ken Bloom -- In Search of the Standard Model at CMS11/4/11

Total inelastic pp cross section

‣ Just count number of interaction vertices/event vs. luminosity

‣ Small corrections for vertex inefficiencies, merging....

‣ Get luminosity measurement from van der Meer scans

‣ Fit the results to Poisson distribution

‣ Dominant single uncertainty is 4% on luminosity normalization

7

6 4 Results

Figure 4: Fraction of events with n pile-up events as a function of luminosity. The dotted line
is a Poisson fit.

Figure 5: c2/NDOF (top) and s(pp) values (bottom) for each of the fit of Figure 4. The dashed
line is the result of the fit to the 9 s(pp) values. The fits are for events with at least 2 charged
particles.

10 6 Conclusions

Figure 7: Compilation of total inelastic pp and pp̄ cross section values. CMS analysis uncer-
tainty is shown in dark blue while the model-dependent extrapolation is shown in light blue
(dark green and light blue for ATLAS). Picture layout and data points courtesy of [15].

• At least 4 charged particles:

s= 55.4 ± 2.0 (Syst)± 2.4 (Lum) mb

• At least 3 particles:

s= 59.7 ± 2.0 (Syst)± 2.4 (Lum) mb

The comparison of these results with values of cross sections predicted by various Monte Carlo
models in the same kinematic range shows that PHOJET and SIBYLL are overestimating the
cross section, QGSJET (Q-II-03) is a little too high while various PYTHIA6 and PYTHIA8 tunes,
EPOS and QGSJ01, QGSJET (Q-II-04) agree with the measurements. All models predict well
the cross section difference between the 3 measured points.

The model-dependent value of the extrapolated total inelastic pp cross section is:

sinel(pp) = 68 ± 2.0 (Syst) ± 2.4 (Lum) ± 4 (Ext.) mb
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Inclusive jet cross section
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Figure 2: Ratios of the fully-corrected measured jet pT differential cross sections to the theoreti-
cal prediction as a function of pT. The error bars show the experimental statistical uncertainties.
The shaded band about the data points represent the total experimental systematic uncertainty.
The solid lines represent the total theoretical systematic uncertainty. The central predictions for
the CT10 (dashed line), MSTW2008NLO (dash-dotted line), and NNPDF2.0 (dotted line) PDF
sets are also shown.
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Cross section falls over 10 
orders of magnitude in rate!

Quality measurements to |y|=3!
Key element is JES precision, 

3-4% over this range

Experimental uncertainties 
similar size to theoretical,  
OK agreement but lower 

rates than predicted
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Hadronic event shapes

‣ Measure “central transverse thrust” = momentum carried by jets 
in plane defined by thrust and beam axes

‣ And “central thrust minor” = momentum out of plane

‣ Both normalized to total pT, minimize JES dependence

‣ Singular-variable decomposition for unfolding, < 5% uncertainty

‣ JES dominant uncertainty, but only affects jet thresholds

9

6

 ,Cτln 
-12 -10 -8 -6 -4 -2

 ,C
τ

 d
N/

dl
n 

N1

0.00

0.05

0.10

0.15

0.20

 ,Cτln 
-12 -10 -8 -6 -4 -2

 ,C
τ

 d
N/

dl
n 

N1

0.00

0.05

0.10

0.15

0.20
Pythia6
Pythia8
Herwig++
MadGraph+Pythia6
Alpgen+Pythia6
Data

-1 = 7 TeV, L = 3.2 pbs
CMS

m,Cln T
-6 -5 -4 -3 -2 -1

m
,C

 d
N/

dl
n 

T
N1

0.0

0.1

0.2

0.3

0.4

0.5

m,Cln T
-6 -5 -4 -3 -2 -1

m
,C

 d
N/

dl
n 

T
N1

0.0

0.1

0.2

0.3

0.4

0.5

Pythia6
Pythia8
Herwig++
MadGraph+Pythia6
Alpgen+Pythia6
Data

-1 = 7 TeV, L = 3.2 pbs
CMS

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Pythia6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Pythia8

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Herwig++

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 MadGraph+Pythia6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

 ,Cτln 
-12 -10 -8 -6 -4 -2

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Alpgen+Pythia6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Pythia6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Pythia8

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Herwig++

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 MadGraph+Pythia6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6

m,Cln T
-6 -5 -4 -3 -2 -1

Da
ta

/M
C

0.6
0.8
1.0
1.2
1.4
1.6 Alpgen+Pythia6

Figure 2: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 125 and 200 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.

Transverse thrust Thrust minor

180K events! 125 < pT1 < 200 GeV
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Dijet azimuthal decorrelations

‣ When there’s extra radiation in 
a dijet event, the jets are less 
back-to-back.  Just look at Δφ!

‣ Sensitive to ISR, thus good for 
tuning that in generators 

‣ Study as a function of lead jet pT

‣ Similar bin-migration issues; JES, 
JER and unfolding are leading 
systematics.

‣ Total uncertainties 3-11%

‣ Detailed variation of generator 
parameters to explore 
uncertainties
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The combined systematic uncertainty on the experimental
measurements is shown by the shaded band. The predic-
tions from PYTHIA6 and HERWIGþþ describe the shape of
the data distributions well, while MADGRAPH (PYTHIA8)
predicts less (more) azimuthal decorrelation than is
observed in the data.

Figure 3 displays the ratios of the measured !’dijet

distributions to the next-to-leading-order (NLO) predic-
tions of pQCD calculations from the parton-level generator
NLOJETþþ [21] within the FASTNLO framework [22]. The
predictions include 2 ! 3 processes at NLO, normalized
to !dijet at NLO:

1

!dijet

!!!!!!!!NLO
" d!dijet

d!’dijet

!!!!!!!!NLO
:

The predictions near !’dijet ¼ " have been excluded be-
cause of their sensitivity to higher-order corrections not
included in the present calculations.

Uncertainties due to the renormalization (#r) and
factorization (#f) scales are evaluated by varying the
default choice of #r ¼ #f ¼ pT

max between pT
max=2

and 2pT
max in the following six combinations: ð#r;#fÞ ¼

ðpT
max=2; pT

max=2Þ, ð2pT
max; 2pT

maxÞ, ðpT
max; pT

max=2Þ,
ðpT

max; 2pT
maxÞ, ðpT

max=2; pT
maxÞ, and ð2pT

max; pT
maxÞ.

These scale variations modify the predictions of the nor-
malized !’dijet distributions by less than 50%. The PDFs
and the associated uncertainties were obtained from
CTEQ6.6 [19]. The PDF uncertainties were derived by
using the 22 CTEQ6.6 uncertainty eigenvectors and found
to be 9% at !’dijet & "=2 and 2% at !’dijet < ".
Following the proposal of the PDF4LHC working group
[23], the impact of other global PDF fits [24–26] was
investigated and found to be negligible in the context of
this analysis.
Nonperturbative corrections due to hadronization and

multiple-parton interactions were applied to the pQCD pre-
dictions. The correction factors were determined from the
PYTHIA6 and HERWIGþþ simulations andmodify the predic-
tions from þ4% (!’dijet & ") to '13% (!’dijet & "=2).
The uncertainty due to the nonperturbative corrections
is estimated to be 6% at !’dijet & "=2 and 2% at
!’dijet & ". The effects due to the scale variations, as well
as the uncertainties due to PDFs and nonperturbative
corrections, are also shown in Fig. 3. The NLO predictions
provide a good description of the shape of the data
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Strange strange particle production

‣ Good low pT tracking, can 
reconstruct resonances down to 
zero pT

‣ PYTHIA doesn’t model strange 
particle production rate or pT 
spectrum very well??
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Figure 3: The Lp� invariant mass distributions from data collected at
p

s = 0.9 TeV (left) 7 TeV
(right). The solid curves are fits to a double Gaussian signal and a background function given
by Aq1/2 + Bq3/2, where q = MLp� � (mL + mp�). The dashed curves show the background
contribution.

momentum and rapidity. For all modes, |y| is divided into 10 equal size bins from 0 to 2 and
pT is divided into 20 equal size bins from 0 to 4 GeV/c plus one bin each from 4 to 5 GeV/c and
5 to 6 GeV/c. In addition, the V0 modes also have 6–8 GeV/c and 8–10 GeV/c pT bins. All results
are for particles with |y| < 2.

The efficiency correction for the V0 modes uses a two-dimensional binning in pT and |y|. Thus,
the data are divided into 240 bins in the |y|, pT plane. The invariant mass histograms in each
bin are fit to a double Gaussian signal function (with a common mean) and a background
function. In bins with few entries, a single Gaussian signal function is used. For the L sample,
some bins are merged due to sparse populations in |y|, pT space. The merging is performed
separately when measuring |y| and pT such that the merging occurs across pT and |y| bins,
respectively. The efficiency from MC is evaluated in each bin and applied to the measured yield
to obtain the corrected yield. The two-dimensional binning used for the V0 efficiency correction
greatly reduces problems arising from remaining differences in production dynamics between
the data and the simulation. The much smaller sample of X� candidates prevents the use
of 2D binning. Thus, the data are divided into |y| bins to measure the |y| distribution and
into pT bins to measure the pT distribution. However, the MC spectra do not match the data.
Therefore, each Monte Carlo X� particle is weighted in pT (|y|) to match the distribution in
data when measuring the efficiency versus |y| (pT). Thus, the MC and data distributions are
forced to match in the variable over which we integrate to determine the efficiency. We refer
to this as kinematic weighting. The efficiencies for all three particles are shown versus |y|
and pT in Fig. 4. The efficiencies (for particles with |y| < 2) include the acceptance, event
selection, reconstruction and selection, and also account for other decay channels. The increase
in efficiency with pT is due to the improvement in tracking efficiency as track pT increases and
to the selection criteria designed to remove prompt decays. The slight decrease at high pT is
due to particles decaying too far out to have reconstructed tracks. While there is no centre-of-
mass energy dependence on the efficiency versus pT, particles produced at

p
s = 7 TeV have a

higher average-pT, resulting in a higher efficiency when plotted versus rapidity.

As a check on the ability of the Monte Carlo simulation to reproduce the efficiency, the (well-

6.2 Analysis of pT spectra 13
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Figure 7: Ratio of MC production to data production of K0
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versus pT at
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tainty includes the statistical and point-to-point systematic uncertainties added in quadrature
but does not include the normalization systematic uncertainty.
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Speaking of resonances...
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10 6 Measurement of the cross sections



































        

Figure 5: Fit to the dimuon invariant-mass distribution in the specified pT regions for |y| <
2, before accounting for acceptance and efficiency. The solid line shows the result of the fit
described in the text, with the dashed line representing the background component.
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20%. The pT-differential U(nS) cross sections for the rapidity intervals |y| < 1, 1 < |y| < 2, and
|y| < 2 are shown in Fig. 6. The pT dependence of the cross section in the two exclusive rapid-
ity intervals is the same within the uncertainties. The U(1S) pT-integrated, rapidity-differential
cross sections are shown in the left plot of Fig. 7. The cross section shows a slight decline to-
wards |y| = 2, consistent with the expectation from PYTHIA. The ratios of U(nS) cross sections
differential in pT are reported in Table 10 and shown in the right plot of Fig. 7. The uncertainty
associated with the luminosity determination cancels in the computation of the ratios. Both
ratios increase with pT. In Fig. 8 the differential cross sections for the U(1S), U(2S), and U(3S)
are compared to PYTHIA. The normalized pT-spectrum prediction from PYTHIA is consistent
with the measurements, while the integrated cross section is overestimated by about a factor
of two. We have not included parameter uncertainties in the PYTHIA calculation. We do not
compare our measurements to other models as no published predictions exist at

p
s = 7 TeV

for U production.
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Figure 6: U(nS) differential cross sections in the rapidity interval |y| < 2 (top left), and in
the rapidity intervals |y| < 1 and 1 < |y| < 2 for the U(1S) (top right), U(2S) (botttom left)
and U(3S) (bottom right). The uncertainties on the points represent the sum of the statistical
and systematic uncertainties added in quadrature, excluding the uncertainty on the integrated
luminosity (11%).

Excellent resolution of 
tracker allows for good 

separation of Υ resonances, 
even at large η, pT(Υ)
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BB angular correlations

‣ Physics: test perturbative QCD

‣ Technology: test of resolving 
closely-spaced secondary vertices

‣ Want to find two B-hadron 
vertices inside one jet

‣ Need to separate sequential 
B→D from quasi-collinear B’s!

‣ Use iterative secondary vertex 
finder, relies on good tracking

‣ Can reconstruct B hadron mass

‣ Resolution on ΔR (0.02) much 
smaller than bin width (0.4)

‣ Biggest uncertainties are MC 
statistics, JES, B pT spectrum
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Figure 2: Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by
the solid points. The decomposition into the different sources, beauty, charm and light quarks,
is shown for the PYTHIA Monte Carlo simulation. The simulated distributions are normalised
to the total number of data events. All selection cuts apart from those on the shown quantities
are applied.

dependence is well described by the simulation, justifying this approach. The differences are
used to estimate the systematic uncertainties.

The resolution achieved in the DR reconstruction is estimated from simulation. The compari-
son of the DR values reconstructed between the two vertices DRVV with the values calculated
between the original true B hadrons DRBB, determines the resolution. This is illustrated in
Fig. 3, which shows the two-dimensional distribution DRVV versus DRBB and its projection
onto the diagonal (DRVV � DRBB). A fit to this projection directly yields an average resolution
better than 0.02 in DR for the core region, a value much smaller than the DR bin width of 0.4.

In order to calculate differential cross sections, a DR-dependent purity correction is applied.
The contributions to purity due to migration are illustrated in Fig. 3a. The total number of
event entries off the diagonal is found to be about 3%. The largest impurity occurs close to
DRVV ⇡ 3 as can be seen in the 2D plot. These events are due to misreconstructed collinear
events where only one B hadron is reconstructed, while a fake vertex is found in the recoiling
light quark jet. The largest effect on a single bin is below 10% and this is taken into account in
the purity correction. The uncertainty arising from this correction is included in the systematic
uncertainties. The average BB purity is found to be 84%, with a variation within about ±10%
over the full DR range in the visible region for the three leading jet pT bins.

4.4 Systematic Uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to the
absolute normalisation are much larger than the shape dependent ones. They sum up to a total
of 47%, but do not affect the shape analysis (see below). The dominant contribution originates
from the B hadron reconstruction efficiency (±20%, estimated in [3]), which amounts to a total
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Figure 2: Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by
the solid points. The decomposition into the different sources, beauty, charm and light quarks,
is shown for the PYTHIA Monte Carlo simulation. The simulated distributions are normalised
to the total number of data events. All selection cuts apart from those on the shown quantities
are applied.

dependence is well described by the simulation, justifying this approach. The differences are
used to estimate the systematic uncertainties.

The resolution achieved in the DR reconstruction is estimated from simulation. The compari-
son of the DR values reconstructed between the two vertices DRVV with the values calculated
between the original true B hadrons DRBB, determines the resolution. This is illustrated in
Fig. 3, which shows the two-dimensional distribution DRVV versus DRBB and its projection
onto the diagonal (DRVV � DRBB). A fit to this projection directly yields an average resolution
better than 0.02 in DR for the core region, a value much smaller than the DR bin width of 0.4.

In order to calculate differential cross sections, a DR-dependent purity correction is applied.
The contributions to purity due to migration are illustrated in Fig. 3a. The total number of
event entries off the diagonal is found to be about 3%. The largest impurity occurs close to
DRVV ⇡ 3 as can be seen in the 2D plot. These events are due to misreconstructed collinear
events where only one B hadron is reconstructed, while a fake vertex is found in the recoiling
light quark jet. The largest effect on a single bin is below 10% and this is taken into account in
the purity correction. The uncertainty arising from this correction is included in the systematic
uncertainties. The average BB purity is found to be 84%, with a variation within about ±10%
over the full DR range in the visible region for the three leading jet pT bins.

4.4 Systematic Uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to the
absolute normalisation are much larger than the shape dependent ones. They sum up to a total
of 47%, but do not affect the shape analysis (see below). The dominant contribution originates
from the B hadron reconstruction efficiency (±20%, estimated in [3]), which amounts to a total
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Figure 2: Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by
the solid points. The decomposition into the different sources, beauty, charm and light quarks,
is shown for the PYTHIA Monte Carlo simulation. The simulated distributions are normalised
to the total number of data events. All selection cuts apart from those on the shown quantities
are applied.

dependence is well described by the simulation, justifying this approach. The differences are
used to estimate the systematic uncertainties.

The resolution achieved in the DR reconstruction is estimated from simulation. The compari-
son of the DR values reconstructed between the two vertices DRVV with the values calculated
between the original true B hadrons DRBB, determines the resolution. This is illustrated in
Fig. 3, which shows the two-dimensional distribution DRVV versus DRBB and its projection
onto the diagonal (DRVV � DRBB). A fit to this projection directly yields an average resolution
better than 0.02 in DR for the core region, a value much smaller than the DR bin width of 0.4.

In order to calculate differential cross sections, a DR-dependent purity correction is applied.
The contributions to purity due to migration are illustrated in Fig. 3a. The total number of
event entries off the diagonal is found to be about 3%. The largest impurity occurs close to
DRVV ⇡ 3 as can be seen in the 2D plot. These events are due to misreconstructed collinear
events where only one B hadron is reconstructed, while a fake vertex is found in the recoiling
light quark jet. The largest effect on a single bin is below 10% and this is taken into account in
the purity correction. The uncertainty arising from this correction is included in the systematic
uncertainties. The average BB purity is found to be 84%, with a variation within about ±10%
over the full DR range in the visible region for the three leading jet pT bins.

4.4 Systematic Uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to the
absolute normalisation are much larger than the shape dependent ones. They sum up to a total
of 47%, but do not affect the shape analysis (see below). The dominant contribution originates
from the B hadron reconstruction efficiency (±20%, estimated in [3]), which amounts to a total
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Figure 2: Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by
the solid points. The decomposition into the different sources, beauty, charm and light quarks,
is shown for the PYTHIA Monte Carlo simulation. The simulated distributions are normalised
to the total number of data events. All selection cuts apart from those on the shown quantities
are applied.

dependence is well described by the simulation, justifying this approach. The differences are
used to estimate the systematic uncertainties.

The resolution achieved in the DR reconstruction is estimated from simulation. The compari-
son of the DR values reconstructed between the two vertices DRVV with the values calculated
between the original true B hadrons DRBB, determines the resolution. This is illustrated in
Fig. 3, which shows the two-dimensional distribution DRVV versus DRBB and its projection
onto the diagonal (DRVV � DRBB). A fit to this projection directly yields an average resolution
better than 0.02 in DR for the core region, a value much smaller than the DR bin width of 0.4.

In order to calculate differential cross sections, a DR-dependent purity correction is applied.
The contributions to purity due to migration are illustrated in Fig. 3a. The total number of
event entries off the diagonal is found to be about 3%. The largest impurity occurs close to
DRVV ⇡ 3 as can be seen in the 2D plot. These events are due to misreconstructed collinear
events where only one B hadron is reconstructed, while a fake vertex is found in the recoiling
light quark jet. The largest effect on a single bin is below 10% and this is taken into account in
the purity correction. The uncertainty arising from this correction is included in the systematic
uncertainties. The average BB purity is found to be 84%, with a variation within about ±10%
over the full DR range in the visible region for the three leading jet pT bins.

4.4 Systematic Uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to the
absolute normalisation are much larger than the shape dependent ones. They sum up to a total
of 47%, but do not affect the shape analysis (see below). The dominant contribution originates
from the B hadron reconstruction efficiency (±20%, estimated in [3]), which amounts to a total
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Figure 3: Resolution of the DR reconstruction, obtained using simulation for the leading jet
pT > 84 GeV sample. Left: DR values reconstructed between the two secondary vertices DRVV
versus the values between the original B hadrons DRBB, in the visible B hadron phase space (see
text). Right: projection onto the diagonal (DRVV � DRBB). The numbers in the boxes represent
the number of events reconstructed in that particular bin.

of 44% for reconstructing two B hadrons.

In the following the shape dependent systematic uncertainties for the DR distributions are dis-
cussed. The values are quoted in terms of the relative change of the integrated cross section
ratio rDR = sDR<0.8/sDR>2.4. Very similar systematic uncertainties arise for the Df distribu-
tions and, hence, they are not quoted separately.

• Algorithmic effects. The shape of the DR dependence of the efficiency a(DR) is checked
by means of an event mixing method. This event mixing technique mimics an event
with two genuine SVs by merging two independent events, where each has at least
one reconstructed SV. The positions of the two PVs are required to be within 20 µm
in three-dimensional space. This mixed event is then analysed and the fraction of
cases where both original SVs are again properly reconstructed is used to determine
the DR dependence of the efficiency to find two genuine SVs in an event which had
the SVs already reconstructed. The shape of this efficiency a(DR) is determined for
the data and for the simulated samples independently in bins of DR. The vertex
reconstruction efficiency as a function of DR for data and for simulation, and their
ratio are shown in Fig. 4. Since in this analysis the shape is the most relevant prop-
erty, the values in Fig. 4b have been rescaled to the mean value. This ratio exhibits
good consistency in shape between simulation and data over the full DR range, in-
cluding the region of small DR. The differences are found to be within 2% and are
taken as systematic uncertainties.

• B hadron momenta. The mean reconstruction efficiency for an observed DR value
strongly depends on the kinematic properties of the B hadron pair. It depends on
the pT of each B hadron and predominantly on the softer of the two. Since all effi-
ciency corrections are taken from the MC simulation, it is important to verify that
the kinematic behaviour of the BB pairs is also properly modelled by the simulation.
Confidence in the Monte Carlo modelling is provided by comparing the transverse
momentum distributions of the reconstructed B candidates derived from data and
from Monte Carlo simulation. The distributions of the reconstructed pT of the harder
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Figure 6: Differential BB production cross sections as a function of DR (left) and Df (right)
for the three leading jet pT regions. For clarity, the pT > 56 and 84 GeV bins are offset by a
factor 4 and 2, respectively. For the data points, the error bars show the statistical (inner bars)
and the total (outer bars) uncertainties. A common uncertainty of 47% due to the absolute
normalisation on the data points is not included. The symbols denote the values averaged over
the bins and are plotted at the bin centres. The PYTHIA simulation (shaded bars) is normalised
to the region DR > 2.4 or Df > 2.4, as indicated by the shaded normalisation regions. The
widths of the shaded bands indicate the statistical uncertainties of the predictions.

rDR as a function of the leading jet pT, a measure of the hard interaction scale. The right panel
shows the asymmetry of the cross section contributions between small and large DR values,
(sDR<0.8 � sDR>2.4) / (sDR<0.8 + sDR>2.4). The measured data clearly indicate that the relative
contributions of sDR<0.8 significantly exceed those of sDR>2.4. In addition, the data show that
this excess depends on the energy scale, increasing towards larger leading jet pT values.

Table 2: pT cut of the leading jet, average jet pT, cross sections in the two DR regions (includ-
ing the 47% uncertainty on the absolute normalisation), average efficiency, average purity, and
cross section ratio for the data, as well as for the PYTHIA and MADGRAPH simulations. Statis-
tical and systematic uncertainties are included for the data, while for the simulations only the
statistical uncertainties are given.

Jet pT rDR = sDR<0.8 / sDR>2.4
Cut hpTi sDR<0.8 sDR>2.4 hei hPi Data PYTHIA MADGRAPH

(GeV) (GeV) (nb) (nb) (%) (%) (stat+sys) (stat) (stat)
> 56 72 37 ± 26 26 ± 16 7.4 84.9 1.42 ± 0.29 0.89 ± 0.02 1.53 ± 0.07
> 84 106 10 ± 4 5.6 ± 4.0 9.3 84.6 1.77 ± 0.26 1.51 ± 0.05 2.60 ± 0.09
> 120 150 2.8 ± 1.0 1.0 ± 1.2 10.7 83.2 2.74 ± 0.32 2.13 ± 0.07 3.64 ± 0.11

5.2 Comparisons with Theoretical Predictions

The measured distributions are compared with various theoretical predictions, based on per-
turbative QCD calculations, both at LO and NLO.

Within pQCD, a back-to-back configuration for the production of the BB pair (i.e. large values
of DR and/or Df) is expected for the LO processes, while the region of phase space with small
opening angles between the B and B hadrons provides strong sensitivity to collinear emission
processes. The higher-order processes, such as gluon radiation which splits into bb pairs, are
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Precise tt cross sections

‣ Lepton plus jets mode: segregate events by number of jets and 
number of b-tagged jets, fit secondary vertex mass distribution.

‣ tt, W + heavy flavor have varying rates across the samples, different 
shapes in vertex mass

‣ Biggest systematic uncertainties are from JES and b-tag efficiency, 
but they float in fit, ameliorating the effects

‣
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4.4 Simultaneous Muon and Electron Channel Analysis 11
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Figure 1: Results of the combined muon and electron channel fit. The top and bottom plots are
for the muon and electron channels, respectively. The plots of the left are for single b-tags and
those on the right are for � 2b-tags. The histograms within each panel correspond to events
with 1-, 2-, 3-, 4- and �5-jets,respectively.

4.4 Simultaneous Muon and Electron Channel Analysis 11
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Figure 1: Results of the combined muon and electron channel fit. The top and bottom plots are
for the muon and electron channels, respectively. The plots of the left are for single b-tags and
those on the right are for � 2b-tags. The histograms within each panel correspond to events
with 1-, 2-, 3-, 4- and �5-jets,respectively.

10 4 Cross Section Measurements

stt = 164.4 ± 2.8(stat.)± 11.9(syst.)± 7.4(lum.) pb (8)

which is in good agreement with both the separate channel measurements and those from the
cross-check analysis discussed below. The corresponding summary of the systematic uncer-
tainties is given in Table 3.

The fit provides in-situ measurements of the scale factors for both b-tagging and the jet energy
scale. We obtain a result of 97 ± 1% for the b-tagging scale factor which agrees well with the
result obtained in [5]. For the jet energy scale we obtain a result of 99 ± 2% in agreement with
1. The scale factors for the W+b-jets and W+c-jets components indicate that the contributions
to the data may be larger than what is predicted. For the W+b-jets contribution we find cross
section scale-factors of 1.2± 0.3 and for the W+c-jets contribution of 1.7± 0.1. These results are
consistent with the scale factors obtained by the individual lepton flavor analyses.

Table 5: Correlation matrix of the fit to the combined electron and muon data samples with at
least one b-tag.

Top SingleTop Wbx Wcx Wqq Zjets Q2 btag JES lftag
Top 1.000 -0.285 -0.180 0.288 0.032 0.074 -0.135 -0.627 -0.835 0.002
SingleTop -0.285 1.000 -0.731 0.049 0.047 -0.041 0.069 -0.104 0.134 -0.006
Wbx -0.180 -0.731 1.000 0.068 0.123 -0.145 0.295 0.195 0.269 -0.002
Wcx 0.288 0.049 0.068 1.000 0.053 0.034 0.673 -0.428 -0.204 -0.011
Wqq 0.032 0.047 0.123 0.053 1.000 -0.139 0.311 -0.058 -0.048 -0.763
ZJets 0.074 -0.041 -0.145 0.034 -0.139 1.000 0.129 0.000 -0.100 0.002
Q2 -0.135 0.069 0.295 0.673 0.311 0.129 1.000 -0.022 0.231 -0.016
btag -0.627 -0.104 0.195 -0.428 -0.058 0.000 -0.022 1.000 0.460 -0.011
jes -0.835 0.134 0.269 -0.204 -0.048 -0.100 0.231 0.460 1.000 0.003
lftag 0.002 -0.006 -0.002 -0.011 -0.763 0.002 -0.016 -0.011 0.003 1.000
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Precise tt cross sections

‣ Even dileptons have statistics to 
burn!  Require that one jet be b-
tagged, veto Z window for ee,μμ
‣ Drell-Yan to ll, QCD, W+jets 

backgrounds estimated from data

‣ Biggest uncertainties from 
efficiencies, b-tagging, pileup

‣ About 3000 dilepton candidates, 
about 90% pure samples
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5.1 Determination of the Drell-Yan Background 9
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Figure 4: Distribution of the number of b-tagged jets in the µµ (top left), ee (top right), eµ
(bottom left) channel as well as for all channels combined (bottom right) after cutting in the
missing transverse energy. The Drell-Yan background is rescaled to the data-driven estimated
value presented in Section 5.1. W+jets and tt̄ other backgrounds from MC are summed and
scaled to the data-driven predictions for W+jets and QCD presented in Section 5.2. Scale fac-
tors for lepton selection presented in Section 3 are used as well as the b-tag modelling in MC.
The hatched area represents the uncertainty coming from data-driven background estimates,
the SFs and the one from the luminosity.
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The number of observed events, as well as the expectation for the various backgrounds are
summarised in Table 7, which also contains the resulting cross sections for the three individual
channels.

Source ee µµ eµ
Dilepton tt̄ 427.5 ± 19.7 ± 44.5 559.3 ± 22.9 ± 56.3 1487.2 ± 37.3 ± 139.2
VV 2.6 ± 1.6 ± 0.8 3.4 ± 1.9 ± 1.1 6.9 ± 2.6 ± 2.2
Single top - tW 22.9 ± 4.8 ± 7.3 28.9 ± 5.4 ± 9.2 73.4 ± 8.6 ± 23.3
Drell-Yan tt 6.9 ± 2.6 ± 2.2 8.8 ± 3.0 ± 2.9 27.3 ± 5.2 ± 8.8
Drell-Yan ee, µµ 38.2 ± 4.3 ± 19.1 50.5 ± 5.1 ± 25.2 -
QCD/W+jets 2.9 ± 4.3(tot.) 7.6 ± 4.7(tot.) 30.0 ± 12.0(tot.)
Total background 73.6 ± 22.2(tot.) 99.1 ± 28.6(tot.) 137.6 ± 29.6(tot.)
Data 589 688 1742

Cross section, pb 189.9 ± 8.9 ± 21.4 ± 8.5 165.8 ± 7.4 ± 18.5 ± 7.5 169.9 ± 4.4 ± 16.2 ± 7.6

Table 7: Expected signal and background contributions compared to the number of events
observed in data passing full signal selection with at least one b-tagged jet required, and the
resulting cross section measurements. The signal is corrected using SFevent

b�tag, SFee = 0.925,
SFµµ = 0.951, SFeµ = 0.955; the corresponding uncertainties on these scale factors are used to
derive the systematic uncertainty for the signal. Drell-Yan ee, µµ and non-W/Z leptons from
data-driven methods. The errors quoted for signal and backgrounds correspond to statistical
and systematic uncertainties. The uncertainties on the cross section include statistical, system-
atic, and luminosity normalisation uncertainties.

The systematic uncertainties discussed in the previous section are included in the event counts,
and then propagated to the cross section measurement. When asymmetric uncertainties are
obtained, the maximum value is taken in order to stay conservative. A combined measurement
of the three channels is obtained using the BLUE method [40]:

stt̄ = 169.9 ± 3.9 (stat.)± 16.3 (syst.)± 7.6 (lumi.)pb (2)

A break-down of the statistical and systematic uncertainties contributing to the combined mea-
surement is given in Table 8.

Compared to [9], the measured cross section presented in this analysis carries a much lower
statistical uncertainty but also a slightly larger systematic uncertainty. This is mainly due to
the increased number of pileup interactions and the associated modelling uncertainty, which
was found to conduct only to a small degradation of the precision of the measurement, proving
the performance of pileup corrections.

8 Conclusions

The work discussed in this note presents a measurement of the cross section of the tt̄ process
in dilepton final state (ee, µµ, eµ) using tt̄ event candidates selected requiring the presence of
b-jets in addition to the lepton pair. The combined measurement obtained using a counting
method was found to be 169.9 ± 3.9 ± 16.3 ± 7.6 pb, in agreement with recent approximate
NNLO calculations.

The high pileup multiplicity in the 2011 LHC data was found to be under control and to yield
only a small increase in the systematic uncertainties. The total systematic uncertainty is ex-
pected to be reduced in a near future by a better characterization of pileup, an improvement
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Harder tt cross sections: μτ
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6 4 Estimate of the background

Figure 6: Reconstructed top quark mass distribution for the tau dilepton candidate events after
the full event selection. Distributions obtained from data (points) are compared directly with
simulation.

Nt�fake =
N

Â
i

n

Â
j

wj
i(jet ! t)� Nnon�t� f ake, (1)

where j is the jet index of the event i. The Nnon�t� f ake is the small (' 18%) contamination of
genuine tau contribution (i.e., non-t-fake background) inside the t-fake background, which is
estimated from MC. This is mostly due to the presence of real t-jets in the W+ � 3 jet sample.
In order to estimate this contribution, the same data driven method is applied to MC events
of Z/g⇤ ! tt, single top production, di-bosons, and the part of the SM tt background not
included in the t-fake background. The probability w(jet ! t) is evaluated using all jets in
a sample enriched in QCD multijet events (wQCD), and all jets in another sample enriched in
W+ � 1 jet events (wW+jets). The probability that a jet fakes a t-jet as a function of jet pT, h and
Rjet are compared in MC (Z2 tune) and data for a QCD multijet sample and are shown in Fig. 7
(right).

For the evaluation of jet ! t fake probability, QCD multijet and W+ � 1 jet events are selected.
The QCD multijet events are selected by requiring events to have at least two jets with pT >
20 GeV/c and |h| < 2.4. The triggering jet is removed from the fake rate calculation in order to
avoid a trigger bias. The W+ � 1 jet events are selected by requiring only one isolated muon
with pT > 20 GeV/c and |h| < 2.1 and at least one jet with pT > 20 GeV/cGeV/c and |h| < 2.4.

Jets in QCD multijet events are mainly from gluon jets (' 75% obtained from MC), while the
jets in W+ � 1 jet events are predominantly from quark jets ('64% obtained from MC), where
wQCD < wW+jets. Since the quark and gluon jet composition in ` + Emiss

T � 3 jet events lies
between two categories of events, QCD multijet and W+ � 1 jet events, the Nt�fake value will
be under- (over-) estimated by applying the wQCD (wW+jets) probability. Thus, the Nt�fake and

7

Figure 7: Left: Inclusive jet pT distribution for µ+ � 3 jet events after Emiss
T cut and with at

least two jets with ET >30 GeV/c and at least one jet with ET >20 GeV (at least one jet with
ET >30 GeV is b-tagged); Right: Tau fake rate distribution as a function of jet pT obtained from
QCD multijet samples compared for data and MC events.

its systematic uncertainty are estimated as in the following:

Nt�fake =
ÂN

i Ân
j wj

W+jets, i + ÂN
i Ân

j wj
QCD, i

2
(2)

DNt�fake =
ÂN

i Ân
j wj

W+jets, i � ÂN
i Ân

j wj
QCD, i

2
(3)

The corresponding contribution of Nnon�t� f ake described earlier are subtracted from Eq. 2. The
uncertainties of wQCD and wW+jets (statistical uncertainty) are propagated to Nt�fake through
Eq. 2. Finally, the efficiency #OS = 0.66 ± 0.04(stat.) ± 0.02(syst.) of the OS requirement ob-
tained from MC is applied in order to obtain the t-fake background Nt�fake

OS as

Nt�fake
OS = #OS ⇥ Nt�fake (4)

where the statistical uncertainty comes from MC statistics, and the systematic uncertainty is
taken as half of the difference of the efficiency estimated from W+jets and lepton+jets tt MC
events.

Other (non-t-fake) backgrounds considered in this analysis are Z/g⇤ ! tt, single top produc-
tion, di-bosons, and the part of the SM tt̄ background not included in the t-fake background.
Events from Z ! ee, µµ also contain fake t-jets, where the fake tau can originate from an elec-
tron or muon mis-identified as a t-jet. These events give a small contribution and are also
estimated from MC. The non-t-fake background is estimated from MC together with the cor-
responding statistical and systematic uncertainties. The statistical uncertainties are due to the
limited number of MC events. The estimate of systematic uncertainties are discussed in sec-
tion 5.

τ fake rates determined from 
data, matches up well with MC.  
Biggest systematics from fake 

rates and τ ID efficiency.

τ reconstructed from 
individual hadrons, in both 

1- and 3-prong modes.
Require b tag, do kinematic 

fit to estimate top mass
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 Harder tt cross sections: hadronic

‣ Huge backgrounds to this 6-jet 
signal

‣ Cut hard on jet pT’s, require two 
jets to be b-tagged

‣ Do a kinematic fit to 
reconstruct top mass

‣ Use 0-tag events as background 
model, with suitable reweighting 
of kinematic distributions

‣ Biggest uncertainties from b 
tagging, JES, background model
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3

In the kinematic fit gaussian resolutions are used for the jets. These resolutions are determined
separately for jets originating from light quarks and bottom quarks using simulated tt events.
The resolutions are determined as functions of the jet transverse energy and pseudorapidity
and are corrected for the differences observed between data and simulation [16].

The number of events in data passing each selection step and the expected signal fraction using
a Standard Model tt production cross section of 163 pb [17] are given in Table 1.

Table 1: Number of events and the expected signal fraction in the data sample after each selec-
tion step. The expected signal fraction is taken from the simulation, assuming a cross section
of 163 pb [17].

Selection step Events Signal fraction
At least 6 jets 248 109 2%
At least two b-tags 6 905 17%
Kinematic fit 1 620 32%

4 Signal Extraction

The number of signal events after the final selection is determined via an unbinned maximum
likelihood fit to the reconstructed top quark mass distribution. The latter is obtained from the
kinematic fit. The shapes used in the fit for the signal and background distributions are derived
from simulation and a data-driven estimate, respectively. The resulting distribution is shown
in Figure 1.

)2 (GeV/ctopm
100 150 200 250 300 350 400 450 500 550

 )2
Ev

en
ts

 / 
( 1

0 
Ge

V/
c

0

20

40

60

80

100

120

140

160

180

 0.036± =  0.250 sigf

CMS data: 1620 events

 simulationtt
QCD estimate from data

 and QCDtcombined t

 = 7 TeVs at  -1CMS preliminary, 1.09 fb

Figure 1: Result of the fit to the reconstructed top quark mass for the tt simulation (solid red
line) and the multijet QCD estimated from data (dashed blue line). The uncertainty stated on
the signal fraction fsig is only statistical.

4.1 QCD Multi-Jet Background Estimation

The background from QCD multijet events is estimated from events with six or more jets of
which exactly zero are b-tagged. In this region of the phase space the signal contribution is
below 1%. As the kinematics from b-tagged jets and non-b-tagged jets differ, the events that
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of dijet combinations with two loose b-tags is approximately the same for four, five and six jet
events. Therefore a bias is avoided by parameterizing the probability that a given jet pair with
both jets having a loose b-tag also has both jets with a medium b-tag. With this parametrization,
referred to as the ratio RMM

LL , the expected amount of background pairs of medium-tagged jets
is obtained by weighting each event with

w = Â
jL jL

RMM
LL (hpTi, h|h|i, DR)

where the sum runs over all loose-tagged jet pairs in the event with at least two loose b-tags.

The tt signal is extracted from the reconstructed top quark mass. For the event reconstruc-
tion a kinematic fit is used, similar to the one outlined in Section 3.1, with the requirements of
c2 < 40 and, to further increase the purity, a minimum opening angle between the b-tagged
jets of DR > 1.2. After the full event selection 937 events remain from which 1125 top quark
masses can be reconstructed. Three templates are used to describe the reconstructed top quark
mass distribution. The background template is obtained from data by weighting it with the
double-tag probability. The signal template is acquired directly from simulation. A third tem-
plate representing signal events behaving as background is also derived from simulation, but
weighted with the double-tag probability. This is done in order to correct for contamination
from signal events in the control region. Finally, the cross section is extracted from a binned
maximum likelihood fit of these three templates to the distribution measured from data. Fig-
ure 4 (right) shows the comparison between the reconstructed top mass from data and the
expected signal and background distributions normalized to the yields found in the fit. The
measured cross section is stt = 157 ± 30 (stat.) ± 47 (sys.) ± 9 (lumi.) pb with a signal fraction
of 40%.

The overall systematic uncertainty of 30% is at the same level as the reference analysis. Due
to the use of the neural network-based selection and different b-tagging algorithm, the cross
check analysis has a complementary set of uncertainties. The uncertainties associated with
simulation, i.e., the Q2 scale and initial and final state radiation, are larger due to the use of
angular distributions while the uncertainty attributed to the jet energy scale is smaller because
of the use of dimensionless variables. The statistical uncertainty on the cross check is larger
since it uses fewer events to extract the cross section and since it also includes the background
uncertainty.

8 Summary

A first measurement of the top quark pair production cross section in the fully hadronic decay
channel at a center-of-mass energy of 7 TeV has been presented. The measurement results in a
cross section of

stt = 136 ± 20 (stat.) ± 40 (sys.) ± 8 (lumi.) pb.

A cross check analysis, using a neural network based event selection and a different QCD
multijet background estimate, yields 157 ± 30 (stat.) ± 47 (sys.) ± 9 (lumi.) pb.

Both results are consistent with earlier CMS measurements in the dilepton and lepton+jets de-
cay channels and with the Standard Model prediction. The combined CMS measurement in
the dilepton and lepton+jets decay channels was determined to be 158 ± 19 pb [6]. A Stan-
dard Model prediction based on next-to-leading-order calculation with MCFM [21, 22] gives
158+23

�24 pb, and two approximate next-to-next-to-leading order calculations yield 164+10
�13 pb with

HATHOR [23] and 163+11
�10 pb [17].
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tt cross section summary

‣ Measured cross sections in 
agreement with each other and 
with QCD predictions

‣ This cross section is only about 
7 pb at the Tevatron!

‣ All measurements are now 
systematics limited by far

‣ Successful cross section 
measurements with pure 
samples are the first step 
towards examining top 
production and properties in 
detail
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tt charge asymmetry

‣ Studied at Tevatron as forward-backward asymmetry in qq ➝ tt

‣ Currently 3σ discrepancies from SM prediction

‣ Unexpected asymmetries = near a production resonance?

‣ At the LHC, qq ➝ tt produced by annihilation of valence quarks 
and sea antiquarks, which have different momentum distributions

‣ Rapidity of top is broader than rapidity of antitop

‣ Looking for an asymmetry in                       or 

‣ Expected value is tiny, ~(1.0 ± 0.1)%

‣ Use lepton + jets events with b-tag

‣ Fit of kinematic variable with templates for signal content

‣ Reconstruct top directions with kinematic fit, resolve neutrino 
ambiguities through a likelihood that picks most likely combination 
of jet-parton assignments
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1 Introduction

The top quark is the only known fermion with a mass of the order of the electroweak symme-
try breaking (EWSB) scale and therefore plays a special role in many beyond Standard Model
(BSM) theories. In addition to the production via quark-antiquark annihilation and gluon-
gluon fusion, in some BSM theories top quarks can also be produced by the exchange of yet
unknown heavy particles. Possible candidates for such heavy particles are axigluons [1, 2], Z0

bosons [3] or colored Kaluza Klein excitations of gluons [4, 5]. Such new exchange particles
might show up as a resonance in the invariant tt̄ mass spectrum in case of s channel produc-
tion of top quark pairs. If these hypothetical new particles are exchanged in the t or u channel,
alternative approaches are needed in order to search for new top quark production modes [6].
A property of tt̄ production, which is sensitive to such additional production modes is the tt̄
charge asymmetry.

In the Standard Model (SM), the interference between the leading order (LO) Feynman diagram
and box diagrams and between initial-state-radiation and final-state-radiation leads to a small
charge asymmetry in the tt̄ production in the quark antiquark annihilation mode [7], linking
the flight direction of the (anti)top quark to the direction of motion of the initial (anti)quark.
At the Tevatron this leads due to the asymmetric initial state of proton-antiproton collisions to
an observable forward-backward asymmetry, where the top quark tends to fly into the direc-
tion of motion of the incoming proton and the antitop quark flies in the direction of the initial
antiquark. This asymmetry is accessible by the difference of the rapidities (y) of top and an-
titop quarks, yt � yt̄. Recent measurements [8–11] by the CDF and D0 collaborations report
an asymmetry which is about 2s larger than the SM theory predicted value of about 5% [7].
In the region with high invariant masses (Mtt̄ > 450 GeV/c2) the CDF collaboration finds an
asymmetry which is 3.4s above the SM prediction [9]. In various theory papers [12–22] it has
been speculated that such a large asymmetry might be generated by potential new exchange
particles with different vectorial and axial couplings to top and antitop quarks.

Due to the symmetric initial state of proton-proton collisions at the LHC, the charge asymmetry
manifests itself no more in terms of a forward backward asymmetry. The rapidity distributions
of top and antitop quarks are symmetrically distributed around zero. But since the quarks
in the initial state are mainly valence quarks, while the antiquarks are always sea quarks, the
different averaged momentum fractions of quarks and antiquarks are transferred to different
widths of the rapidity distributions of top and antitop quarks. Thus, in the SM, the rapidity
distribution of top quarks is broader compared to that of the more centrally produced antitop
quarks. This asymmetry can be observed in the difference of the absolute values of the pseudo-
rapidities of top and antitop quarks D(|h|) = |ht|� |ht̄| or using D(y2) = (yt � yt̄) · (yt + yt̄).
The latter variable can be interpreted as the variable used at the Tevatron multiplied by a factor
accounting for the boost of the tt̄ system and is motivated in [23]. In both variables one can
define the charge asymmetry

AC =
N+ � N�

N+ + N� , (1)

where N+ is the number of events with a positive value of the sensitive variable and N� is
the number of events with negative values, respectively. Since the SM charge asymmetry is a
NLO effect in quark anti-quark annihilation and since at LHC the top quark pairs are mainly
produced by gluon-gluon fusion processes the expected SM asymmetry at the LHC is even
smaller than the 5% predicted for the Tevatron. For a center-of-mass energy of 7 TeV the
current prediction for an asymmetry in the |ht|� |ht̄| variable is Ah

C = 0.013 ± 0.001 [24] and
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tt charge asymmetry

‣ Do a regularized unfolding to get true asymmetry

‣ Results consistent with expectations, large uncertainties

‣ No dependence on Mtt expected or observed 
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reconstructed and the generated top quarks and W bosons) and all hypotheses, which is a
measure for the probability that a hypothesis with a given value of the three masses is the best
possible hypothesis.

In addition, also the b tagger discriminator values for the jets assigned to the two b quarks
and to the two light quarks are considered. The probability that a jet with a certain b tag
discriminator value x is assigned to one of the b quarks is denoted Pb(x).

Now, having all ingredients at hand, we can calculate the final estimator y which is used for
the purpose of choosing one single hypothesis in each single event. y is given by the product of
the three ratios of mass distributions and the four b jet probabilities, where for the light quarks
for obvious reasons (1 � pb(xqi)) has been used:

y = L(m1)L(m2)L(m3)Pb(xb,lep)Pb(xb,had)(1 � Pb(xq1))(1 � Pb(xq2)) . (3)

Implementing the observed values of the three reconstructed masses and the b tagger discrimi-
nator values of the used jets for each hypothesis a value of y can be calculated. The hypothesis
with the smallest value of � ln y is then chosen in each event for further consideration. Studies
on simulated events show that in about 29% of all events we choose the best possible hypothe-
sis using this criterion. Studying only events in which all jets corresponding to one of the four
final-state quarks are present in the event, the best solution is found in 51% of the events.

6 Measurement of the tt̄ Charge Asymmetry
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Figure 3: D(|h|) and D(y2) distributions for the combined lepton+jets channel. The simulation
has been normalized to the prediction.

The distributions of the sensitive variables obtained from the reconstructed top and antitop
quark four vectors are shown in figure 3. These distributions can be used to calculate an uncor-
rected raw charge asymmetry AC,raw by simply counting the numbers of events with negative
and positive values.

Using the definition in equation 1 we find Ah
C,raw = �0.004 ± 0.009 and Ay

C,raw = �0.004 ±
0.009, where in both cases the combined electron+jets and muon+jets dataset has been used.

These values are not directly comparable with any theoretically motivated prediction, since
several effects bias the measurement at this stage. First of all, 15% of events used to measure
AC,raw come from background processes, although we apply a relatively tight tt̄ event selection.
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Ah
C Ay

C
Source of Systematic � Variation + Variation � Variation + Variation

JES �0.003 0.000 �0.007 0.000
JER �0.002 0.000 �0.001 0.001

Q2 scale �0.014 0.000 �0.013 +0.003
ISR/FSR �0.006 +0.003 0.000 +0.024

Matching threshold �0.006 0.000 �0.013 +0.006
PDF �0.001 +0.001 �0.001 +0.001

b tagging �0.001 +0.003 0.000 0.001
Lepton ID/sel. efficiency �0.002 +0.004 �0.002 0.003

QCD model �0.008 +0.008 �0.006 +0.006
Pileup �0.002 +0.002 0.000 0.000

Overall �0.019 +0.010 �0.021 +0.026

Table 2: Systematic uncertainties taken into account in the measurement of AC. Listed are the
positive and negative shifts induced by systematics in ensemble tests.
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Figure 5: Unfolded D(|h|) spectrum (left) and unfolded D(y2) spectrum (right). The LNO
prediction has been taken from [24].

Observable Raw AC BG-subtracted AC Unfolded (and corrected) AC
D|h| �0.004 ± 0.009 �0.009 ± 0.010 �0.016 ± 0.030+0.010

�0.019
D(y2) �0.004 ± 0.009 �0.007 ± 0.010 �0.013 ± 0.026+0.026

�0.021

Table 3: The measured asymmetries for both variables at the different stages of the analysis
from the raw value to the background subtracted value and to the final unfolded result.

Ay
C = �0.013 ± 0.026 (stat.)+0.026

�0.021(syst.) . (6)

Both measured values are within the uncertainties in agreement with the theory predictions of
Ah

C(theo.) = 0.013 ± 0.001 [24] and Ay
C(theo.) = 0.011 ± 0.001 [24]. One can also measure the

background subtracted asymmetry as a function of the reconstructed invariant mass of the tt̄
system to investigate whether one can see a dependence of the asymmetry on mtt̄. Figure 6
shows the results for the two variables, where no increase of the asymmetry for increasing
mtt̄ can be seen. However, these studies allow only for a qualitative statement, while for a
quantitative statement a proper simultaneous unfolding in the sensitive variable as well as in
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Figure 5: Unfolded D(|h|) spectrum (left) and unfolded D(y2) spectrum (right). The LNO
prediction has been taken from [24].
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C(theo.) = 0.011 ± 0.001 [24]. One can also measure the

background subtracted asymmetry as a function of the reconstructed invariant mass of the tt̄
system to investigate whether one can see a dependence of the asymmetry on mtt̄. Figure 6
shows the results for the two variables, where no increase of the asymmetry for increasing
mtt̄ can be seen. However, these studies allow only for a qualitative statement, while for a
quantitative statement a proper simultaneous unfolding in the sensitive variable as well as in

10 7 Results

dent uncertainties. Jet asymmetry measurements suggest that jet pT resolutions are about 10%
worse in data compared to simulation. Therefore all jets in the simulated samples are scaled
such that the jet energy resolution (JER) in the simulation equals the resolution in data. The
corresponding uncertainty is estimated by varying the JER within its uncertainties of ±10%.
To account for effects due to the uncertainty on the Q2 scale to use for the strong coupling con-
stant as, we use two different tt̄ Monte-Carlo samples, in which the Q2 scale has either been
multiplied with 4 or 0.25. Effects due to extra hard parton radiation are estimated by varying
the jet matching threshold for the MLM matching scheme for the simulated tt̄ sample by a fac-
tor 0.5 or 2 from its default. The impact of initial-state- and final-state-radiation (ISR and FSR)
is estimated using two alternative signal samples, where the PYTHIA parameters for additional
parton radiation have been varied to produce more or less ISR/FSR compared to the default
configuration. We evaluate the systematic uncertainty on the measured asymmetry induced by
the imperfect knowledge of the parton distribution function (PDF) of the colliding protons us-
ing the CTEQ6.6 [41] PDF set and the LHAPDF [42] package. For this purpose, a re-weighting
procedure is applied to all generated samples, in which each CTEQ6.6 PDF parameter is inde-
pendently varied by its positive and negative uncertainties, with a new weight assigned to each
variation. The resulting templates are used to estimate the impact of variations in the PDFs on
our measurement. The overall scale factor of the b-tagging efficiency does not affect the result
on the measured charge asymmetry. Since only an h dependent variation of the b-tagging scale
factor can lead to a potential change of the result, we re-weight the simulated events according
to the h dependent uncertainties on the b-tagging scale factor given in reference [43]. Poten-
tial effects due to different lepton efficiencies for positively and negatively charged leptons are
estimated by re-weighting simulated events depending on the charge of the selected lepton.
The re-weighting is performed such, that we end up with maximally different efficiencies for
negatively and positively charged leptons within the overall uncertainties. We estimate an un-
certainty arising from the QCD model derived from data by either using only the template
for negatively charged leptons or the template for positively charged leptons instead of the
standard mixture of both for the QCD pseudo data. The used MC samples are re-weighted
such, that the number of simulated pileup events matches the number of pileup events in data.
We apply a systematic uncertainty arising from the uncertainties from this pileup re-weighting
procedure. Therefore, all simulated events gain additional weight factors which correspond to
a variation of the average number of pileup events by ±0.6.

The impact on the charge asymmetry of all systematic uncertainties is summarized in table 2.
The largest systematic uncertainties arise from the variation of the Q2 scale and matching
threshold and from the variation of initial- and final-state-radiation in the used tt signal Monte
Carlo sample.

7 Results

We apply the described unfolding procedure to the measured D|h| distribution as well as to the
distribution of the second variable, D(y2). Table 3 gives an overview of the raw asymmetries
and the asymmetries after the background subtraction and the final unfolding and correction
for both variables. Figure 5 shows the unfolded spectra used for computing the asymmetries
together with the SM prediction at NLO. In the unfolded D|h| distribution we measure an
asymmetry of

Ah
C = �0.016 ± 0.030 (stat.)+0.010

�0.019(syst.) , (5)

while in D(y2) we measure an unfolded and corrected (divided by 0.94) asymmetry of
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tt mass difference

‣ Test of CPT symmetry with a bare quark

‣ Use the “ideogram” method:

‣ Relatively loose selection of μ + jets events

‣ Each event is kinematically reconstructed to determine top mass

‣ Incorporate information on number of b-tagged jets, likelihood of 
correct jet-parton assignment to determine probability that the 
event is tt, and to form a per-event likelihood as a function of mass

‣ Do separately for μ+ and μ-

‣ Resulting mass difference is 

‣ Most precise measurement of this quantity yet!

‣ Still statistics limited

‣ JES uncertainties largely cancel in the mass difference, but be sure no 
charge-dependent detector response or efficiencies
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Muon charge misassignment The muon is only used in the trigger and for the identification
of t and t̄ events. It is not used in the mass reconstruction. A wrong assignment of charge
could however affect the calibration of the Dmt measurement in a way that is currently
not recovered by the calibration procedure. The rate of charge misassignment within
the muon reconstruction has been measured with cosmic muons and collision data to be
much smaller than 0.5% for muons in the considered transverse momentum range [13].
This means that the systematic uncertainty due to hypothetical charge misassignment
would be well below 1% of the measured Dmt value, which is negligible.

Trigger As the trigger is based on an isolated single muon, and the muon is not used in the
mass reconstruction, no systematic effect is expected from a hypothetical mis-modeling
of trigger efficiency or pT threshold.

Fit calibration statistics Evaluation with the latest tt̄ simulated sample at the central mass of
172.5 GeV shows a difference in mass bias between µ++jets and µ�+jets of 0.02±0.29 GeV.
This value is statistically more precise than the calibration curves of µ++jets and µ�+jets
shown in Fig. 7, and it is compatible with 0. This confirms our expectation that there is no
known effect in simulation that would lead to a difference in mass calibration between
the two channels. Based on this observation, the combined µ+jets mass calibration is
applied both in the µ++jets and µ�+jets channel. The statistical uncertainty of 0.3 GeV on
the calibration of the mass difference is quoted as a systematic uncertainty.

Parton Distribution Functions The Parton Distribution Functions (PDFs) can affect Dmt, as
they determine for example the charge asymmetry in the W+jets background, which is the
dominant source of background. The simulated samples are generated using CTEQ 6.6
PDFs. The uncertainties of these PDFs can be described by 22 independent parameters.
Up and down variations of these parameters result in 22 pairs of additional PDFs. The
events are re-weighted in a sample of tt̄ and W+jets simulation according to the deviation
of the respective PDF from the original one. Taking the sum in quadrature of the largest
shift (“up” or “down”) of each PDF variation yields an estimated combined uncertainty
on Dmt of 53 MeV.

8 Final results

The mass difference between the top quark and the antitop quark, Dmt = mt � mt̄, is measured
using the Ideogram method with µ+jets tt̄ events collected by the CMS experiment in the first
part of 2011, corresponding to an integrated luminosity of 1.09 fb�1. This yields the following
result:

Dmmeasured
t = �1.20 ± 1.21 (stat)± 0.47 (syst) GeV

The measured value is in agreement with the expectation of the Standard Model, which pre-
dicts no difference in mass between the top quark and the antitop quark. This is the most
precise measurement to date of this quantity.

References
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Single top in tW mode

‣ tW mode is rare at Tevatron, but 
dominant over s channel at LHC

‣ Good/bad news: looks like tt; easy to 
observe, but much tt background

‣ Look in dileptons with exactly one 
tagged jet, constrain tt there by 
extrapolating from tt-dominated 
control regions.

‣ Expect to observe signal with 1.8 ± 
0.9 σ significance; actually observe 
2.7 σ significance

‣ Measured cross section higher than 
but consistent with SM prediction
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Figure 6: Event yields in data and simulation in the signal region (1 jet, 1 tag) and the two
tt-enriched control regions for the three final states. The Z/g?contribution to the signal region
is estimated from data and the tt contribution is scaled to the outcome of the statistical fit.

1

1 Introduction

The electroweak production of single top quarks has been reported by the Tevatron experi-
ments [1], D0 [2] and CDF [3]. With the data recorded during the 2010 running, the LHC
experiments ATLAS [4] and CMS [5] have observed single top and measured the cross-section
in the t-channel and the ATLAS experiment has set the first upper limits on the tW [4, 6] and
on the s-channel cross section [7].

The single top production in association with an on-shell (or close to) W boson is interesting in
many ways: it probes a different kinematic region of the Wtb interaction vertex than s-channel
or t-channel production, providing complementary information; like the other single-top pro-
cesses it allows for a direct measurement of the |Vtb| CKM matrix element and therefore is sen-
sitive to a fourth quark family; and finally it is an important background in Higgs searches [8].
The Feynman diagrams for tW production are shown at leading order (LO) in Fig. 1, and next-
to-leading order (NLO) in Fig. 2.

The definition of this process in perturbative QCD poses conceptual problems as it mixes at
NLO with top-pair production (tt) [9, 10]. The following two schemes have been proposed
to define a tW signal: ”diagram removal” (DR) [11], that excludes from the signal defini-
tion all NLO diagrams which are doubly resonant such as Fig. 2; and ”diagram subtraction”
(DS) [11, 12], in which a gauge-invariant term is subtracted, locally canceling the contribution
of tt diagrams. The DR scheme is chosen as default to define the tW production in the fol-
lowing, after verifying that the number of predicted events after full selection is compatible
between the two approaches within the statistical uncertainty of the simulated samples; the
difference is accounted later as a systematic uncertainty.

The tW process has not been observed to date. Its cross-section is negligible at the Tevatron but
is quite important at the LHC where it exceeds the s-channel production rate. The latest esti-
mated theoretical prediction (approximate NNLO) of the cross section for tW in pp collisions
at a centre of mass energy of 7 TeV is 15.6 ± 0.4+1.0

�1.2 pb [13].

(a) (b)

Figure 1: Feynman diagrams at Leading Order (LO) for single top production in the tW mode.

The results presented here were obtained using data corresponding to an integrated luminosity
of 2.1 fb�1, recorded with the CMS detector in

p
s =7 TeV proton proton collisions. The central

feature of the Compact Muon Solenoid (CMS) apparatus is a superconducting solenoid, of 6 m
internal diameter, providing a field of 3.8 T. Within the field volume are the silicon pixel and
strip tracker, the crystal electromagnetic calorimeter (ECAL) and the brass/scintillator hadron
calorimeter (HCAL). Muons are measured in gas-ionization detectors embedded in the steel re-
turn yoke. In addition to the barrel and endcap detectors, CMS has extensive forward calorime-
try. The inner tracker measures charged particles within the pseudo-rapidity range |h| < 2.5.
It consists of 1440 silicon pixel and 15 148 silicon strip detector modules and is located in the
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Inclusive cross sections are passe?
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W charge asymmetry

‣ More W+ than W- because 2 valence u 
quarks, 1 valence d quark in proton

‣ Charge asymmetry as function of 
rapidity constrains PDFs at small x

‣ Be careful about biases in efficiencies, 
momentum scale between charges

‣ Improved over previous result by 
more data, better tracker alignment

‣ Main systematics from signal and 
background estimate, efficiency ratio

‣ Precise enough to discriminate 
between PDF sets
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Figure 3: Comparison of the measured muon charge asymmetry to different PDF models. The
error bars include both statistical and systematic uncertainties. The PDF uncertainty band is
corresponding to the 68% confidence level (C.L.). The data points are placed at the center of
pseudorapidity bins. The theoretical predictions are obtained using MCFM MC tool and the
muon pT > 25 GeV is imposed.

highly correlated bin-to-bin, are not included. The resulting c

2 values are 5.3 for MSTW2008NLO,
2.1 for CT10W, 4.1 for NNPDF2.1 and 0.9 for HERAPDF1.0.

In summary, we have measured the muon charge asymmetry for pT > 25 GeV using a data
sample corresponding to an integrated luminosity of 234 pb�1 collected with the CMS detector
at the LHC. Comparing to the previous CMS measurement, this result significantly reduces
both the statistical and systematic uncertainties. This improved measurement can provide sig-
nificant constraints to the PDF global fits.
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Figure 1: Comparison between the CMS charge asymmetry results using 2010 data [8] (yellow
shaded regions) and this measurement (block points).
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Drell-Yan differential cross section

‣ Cross sections over 15 < Mll < 600 GeV, or 0.0003 < x < 0.633

‣ Normalize measurement to cross section in Z region to reduce 
lumi, other uncertainties

‣ Modeling at NNLO required for lowest masses

‣ Careful attention to FSR effects
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Figure 1: The observed dimuon (left) and dielectron (right) invariant mass spectra. No cor-
rections are applied to the distributions. The points with error bars represent the data, while
the various contributions from simulated events are shown as stacked histograms. By “EWK”
we denote Z/g⇤ ! tt, W ! `n, and diboson production. The “QCD” contribution results
from processes associated with QCD and could be genuine or misidentified leptons. The lower
panels show the ratios between the measured and the simulated distributions including the
statistical uncertainties from both.

is based on information from the ratio of OS/SS events when one of the muons is not iso-
lated (a sample dominated by background), and the MC prediction that the same ratio holds
when both muons are isolated. Statistical uncertainties in all the cases are propagated to the
final background estimate. The second method, which is more precise, is based on the sig-
nal/background discriminating variable Irel. We obtain pT-dependent isolation distributions
(templates) from almost pure samples of background and signal events, respectively composed
of SS and OS muon pairs. The latter consist of events in the Z mass peak surviving tight qual-
ity selection criteria. A superposition of these two shape distributions is fitted to the observed
isolation distributions of the two muons, for each invariant mass bin. The dimuon invariant
mass distribution of the QCD background is obtained as the weighted average of the estimates
from the two methods.

There are two categories of dielectron backgrounds: the first category contributes candidates
composed of two genuine electrons and the second contributes candidates in which at least one
particle is a misidentified electron. Most of the genuine dielectron background is due to tt̄, WW,
and tW production, as well as DY production of t+t� pairs. We estimate the contribution from
these processes with a sample of e±µ⌥ events having the same physical origin. This signal-free
sample contains approximately twice the estimated number of background events contami-
nating the e+e� sample, and provides an evaluation of the background level that agrees with
the estimate based on simulation studies. The genuine dielectron background from WZ and
ZZ production is estimated from simulation. The misidentified electron backgrounds originate
from QCD multijet and W+jet events. These sources of background are relatively small be-
cause of the tight electron identification and kinematic requirements, and are estimated from
data based on the probability that jets or random energy deposits in the calorimeters emulate
electron candidates [21].
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Figure 4: DY invariant mass spectrum, normalized to the Z resonance region, r =
(1/s``)ds/dM(``), as measured and as predicted by NNLO calculations, for the full phase
space. The vertical error bar indicates the experimental (statistical and systematic) uncertain-
ties summed in quadrature with the theory uncertainty resulting from the model-dependent
kinematic distributions inside each bin. The horizontal bars indicate bin sizes and the data
points inside are placed according to Ref. [31]. The width of the theory curve represents uncer-
tainties from Table 10.

the Ministry of Science and Technological Development of Serbia; the Ministerio de Ciencia e
Innovación, and Programa Consolider-Ingenio 2010, Spain; the Swiss Funding Agencies (ETH
Board, ETH Zurich, PSI, SNF, UniZH, Canton Zurich, and SER); the National Science Council,
Taipei; the Scientific and Technical Research Council of Turkey, and Turkish Atomic Energy
Authority; the Science and Technology Facilities Council, UK; the US Department of Energy,
and the US National Science Foundation.

Individuals have received support from the Marie-Curie programme and the European Re-
search Council (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the
Alexander von Humboldt Foundation; the Associazione per lo Sviluppo Scientifico e Tecno-
logico del Piemonte (Italy); the Belgian Federal Science Policy Office; the Fonds pour la For-
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W/Z + jets

‣ Jets are anti-kT, R = 0.5, ET > 30, |η| < 2.4

‣ Quote results within this acceptance

‣ Pileup, JES uncertainties can lead to 
promotion of jets, changing multiplicity

‣ In each multiplicity bin, do template fits 
to extract boson yields

‣ Z is essentially background-free
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Figure 7: Dilepton mass for the Z + 1 jet samples, in the electron channel (left) and the muon
channel (right). Points with error bars are data. The fit result for the signal is shown by the
yellow-filled area. The background is too small to be visible in the figure.

7 Signal Extraction

The signal yield is estimated using an extended maximum-likelihood fit to the dilepton invari-
ant mass (M``) distribution for the Z + jets sample, and to the transverse mass (MT) distribu-
tion for the W + jets sample; the number of observed events is included in the likelihood fit
as a constraint on the normalization. The probability distribution functions are asymmetric
Gaussians with tails. Their parameters are derived from the simulation or, for the background,
from control data samples with inverted identification (isolation) requirement on the electrons
(muons).

For the Z event sample, the contamination from the background processes, dominated by tt̄ and
W + jets, is small and does not produce a peak in the M`` distributions, so the M`` distribution
is taken to be the sum of two components, one for the signal and one that accounts for all
background processes.

For the W sample, the background contributions can be divided into two components, one
which exhibits a peaking structure in MT, dominated by tt̄, and another which does not, dom-
inated by QCD multijet events. We perform a two-dimensional fit to the MT distribution and
the number of b-tagged jets, nb-tagged

jet . The MT distribution allows the statistical separation of

the signal from the non-peaking backgrounds, while nb-tagged
jet distinguishes the signal and the

background from tt̄. The likelihood function is built under the assumption that there are no
b jets in the signal events. This implies that a fraction of W events produced in association
with heavy-flavour jets, i.e. the fraction with at least one heavy-flavour jet in the acceptance, is
counted as background. Considering the statistical precision of the measurement, this assump-
tion has a negligible effect on the W + jets cross-section result.

The fits are done using the jet multiplicity bins for n  3; in contrast, the jet counting is done
inclusively for the last bin of jet multiplicity, i.e. n � 4. Examples of fits for Z + 1 jet are shown
in Fig. 7. Figures 8 and 9 show fits in MT and nb-tagged

jet projections for the W + n jets (n=1 and
n=3) channel. The presence of the top quark background is evident from comparing the n = 1
and n = 3 multiplicity bins. The fit is repeated separately on the W++ jets and W�+ jets
samples for the charge-asymmetry measurement.

In the electron channel, the observed exclusive V + jets yields determined from the fit are cor-

12 7 Signal Extraction
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Figure 9: Fit results for the W(µn) + n jets sample with n = 1 (upper row) and n = 3 (lower
row). For each row, the MT projection is shown on the left, while the nb-tagged

jet projection is
shown on the right. Points with error bars are data. Fit results are shown by the colour-filled
areas for the signal process (yellow), non-top backgrounds (purple), and top backgrounds (or-
ange).

‣ For W, handle top 
background by 
simultaneous fit with 
b-tag multiplicity 
distribution

‣ Unfold via singular 
value decomposition
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W/Z + jets

‣ W yield statistics limited at 
4 jets, Z yield at 3 jets

‣ JES dominates systematics, 
and lepton ID at large n

‣ Lots to measure!

‣ σ(V+≥n jets)/σ(V)

‣ σ(W+n jets)/σ(Z+n jets)

‣ W+n jets charge 
asymmetry

‣ Berends-Giele scaling

‣ Results consistent with 
matrix-element 
calculations, not so much 
with parton showers only
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Figure 16: Fit results for the Berends–Giele scaling parameters a and b after pileup subtraction,
efficiency corrections, and unfolding of detector resolution effects: (top) W + jets, (bottom)
Z + jets, (left) electrons, (right) muons. The data are compared with the expectations from the
MADGRAPH simulation with the Z2 tune. The ellipses correspond to 68% confidence level
contours considering the statistical uncertainty only, for both data and simulation. The ar-
rows show the displacement of the central value when varying each indicated parameter by
its estimated uncertainty. The arrows labelled “MG+D6T migration matrix” correspond to the
displacement when MADGRAPH simulation with the D6T tune is used for the unfolding.
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W+charm production

‣ Wc production is mostly from

‣ Wb is largely suppressed, so charm jets can 
be identified with secondary vertices

‣ Fit tag discriminant with MC templates for 
processes; top verified in control samples

‣ Measure W+c/W-c and Wc/W+jets

‣ Many systematics cancel in ratios, vertex 
reconstruction efficiency dominates latter

‣ Consistent with predictions
28
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Figure 5: Top: fit to the SSVHE discriminator of the W+ c̄ selected sample. Bottom: fit to the
SSVHE discriminator of the W�c selected sample. Background components are stacked.

1

1 Introduction

The process pp ! W + c + X is sensitive to the strange quark content of the proton at the
electroweak scale. At the LHC, this process is largely dominated by s̄g ! W+ c̄ and sg ! W�c
processes at the hard scattering level (Figure 1) with minimal contributions from qq̄ and qg ini-
tial states (where q denotes u and/or d quarks). Processes like d̄g ! W+ c̄ and dg ! W�c are
Cabibbo-suppressed, giving contributions at the 5% and 15% level, respectively, the contribu-
tion being larger in the W� case due to the participation of the d valence quark. Finally, pro-
cesses with b quarks in the final state like dū ! W�bb̄ or bq ! Wbq0 are even more suppressed
(1 � 2% contribution). As a consequence more than 10% of the W + jets events at the LHC,
with pjet

T > 20 GeV, contain c jets; assuming s and s̄ having approximately equivalent parton
distribution functions, then the ratio R±

c ⌘ s(W+ c̄)/s(W�c) is predicted to be approximately
1.00. Besides the intrinsic interest of probing the strange and anti-strange quark contents of
the proton, a precise measurement of the cross section ratio Rc ⌘ s(W + c)/s(W + jets) is an
important step towards a reduction of parton density function uncertainties entering future
measurements at the LHC, for instance, the W mass.

Figure 1: Main diagrams at the hard scattering level for associated W + c production at the
LHC.

This document presents a first analysis of the pp ! W + c + X process with the CMS detector,
using a data sample corresponding to a total integrated luminosity of 36 pb�1 collected in 2010,
at

p
s = 7 TeV. We measure the ratios R±

c and Rc for jets with pjet
T > 20 GeV, |h jet| < 2.1 . These

ratios are free of many theoretical and experimental uncertainties. For this measurement, the
standard W selection criteria used in the inclusive electroweak analyses [1], is followed. It is
complemented with b-tagging techniques in order to extract the W + c component. Measure-
ments of the pp̄ ! W + c + X cross section and of the equivalent Rc cross section ratio have
been performed with relative precisions of about 30% by the CDF and D0 collaborations [2, 3],
using integrated luminosities of 1.8 and 1 fb�1, respectively and identifying charm jets via
semileptonic charm decays.

The structure of this document is as follows: the CMS detector is briefly described in Section 2.
The samples used to carry out the measurement are presented in Section 3. The definition
of the W + c, W + b and W + udsg components that will be used to normalize the measured
quantities is also explained there. Event selection is detailed in Section 4. The analysis method
followed and measured ratios are presented in Section 5. The sources of systematic uncertain-
ties that may have an impact on the measurement are discussed in Section 6. Finally, results
are summarized in Section 7.
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found to be minimal. One of the basic criteria to build a secondary vertex is the requirement
of a large decay length significance in the transverse plane (above 3.0). Therefore the distri-
bution of this significance was artificially decreased in MC in order to obtain the best possible
statistical agreement with the shape of the distribution observed in data. The impact on the
vertex efficiency (⇠ 10%) is consistent with the assigned systematics. Finally, and in order to
test the effect of potential discrepancies in the number of tracks at the event primary vertex, the
jet charged track multiplicity distribution was studied. Differences between data and MC were
found to be too small to produce a visible systematic effect. The quoted uncertainty (14.1%)
is also consistent with the one found in dedicated b-tagging studies [21]. This uncertainty is
expected to decrease in the future, with the help of larger signal samples and the availability of
independent methods to measure the vertex efficiency.

The analysis was cross-checked using the “track-counting high-efficiency” (TCHE) lifetime tag-
ging discriminator, DTCHE, as main analysis variable, instead of the DSSVHE variable and no
disagreements were found.

Finally, we have repeated the analysis using a (LO) W+jets MADGRAPH Monte Carlo as ref-
erence. Despite the LO approach, also at the level of parton density functions, this sample
reproduces more accurately the jet multiplicity and kinematic properties of W + � 2 jets in
the final state. The obtained ratios: R±

c (pjet
T > 20, |h jet| < 2.1) = 1.01 ± 0.21 and Rc(pjet

T >
20, |h jet| < 2.1) = 0.130± 0.014 (stat.) are consistent with those of our reference analysis within
the estimated statistical and systematic uncertainties.

These ratios are to be compared with analytical calculations from the MCFM program. Predic-
tions for different PDF sets in the kinematic region pjet

T > 20 GeV, |h jet| < 2.1, p`T > 25 GeV,
|h`| < 2.1 are shown in Table 5, where ` is the lepton from the W decay. Parameters of the cal-
culation have been adjusted to match the experimental measurement and the CMS generator
level conditions. Differences among the predictions obtained with the various PDF sets largely
exceed the expected uncertainties (at 68% CL). It has to be noted as well the very different size
of the associated uncertainties. Both facts are mostly due to the different assumptions of the
several PDF groups about the strange and anti-strange quarks content of the proton and to the
different experimental inputs used.

Ratio MCFM (CT10) MCFM (MSTW08) MCFM (NNPDF21)
R±

c 0.915+0.006
�0.006 0.881+0.022

�0.032 0.902 ± 0.008
Rc 0.125+0.013

�0.007 0.118+0.002
�0.002 0.103 ± 0.005

Table 5: R±
c and Rc predictions from MCFM at NLO. Kinematic cuts are: pjet

T > 20 GeV, |h jet| <
2.1, p`T > 25 GeV, |h`| < 2.1, dR(`, jet) > 0.3. Partons are joined using an anti-kT algorithm
with R = 0.5 parameter. The quoted values correspond to different PDF choices and only PDF
variations (at 68% CL) are considered for the total uncertainties.

7 Results

We have measured the ratios R±
c ⌘ s(W+ c̄)/s(W�c) and Rc ⌘ s(W + c)/s(W + jets) for lead-

ing jets with pT > 20 GeV and |h| < 2.1 using a data sample of 36 pb�1 integrated luminosity,
collected with the CMS detector in 2010. We obtain:

R±
c = 0.92 ± 0.19 (stat.)± 0.04 (syst.)

Rc = 0.143 ± 0.015 (stat.)± 0.024 (syst.)

W+

W-
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WW, WZ, ZZ

‣ Test trilinear gauge couplings, backgrounds for searches

‣ Measure in multiple multi-lepton modes:

‣ WW: ee, μμ, eμ
‣ WZ: eee, eeμ, μμe, μμμ
‣ ZZ: ee, μμ, ττ
‣ Analyses emphasize data-driven background estimates, including 

using orthogonal control samples to normalize top contribution

29

Candidates Background σ (pb) SM pred (pb)
WW
WZ
ZZ

626 ~202 55.3 ± 8.3 43.0 ± 2.0

75 ~8 17.0 ± 2.8 19.8 ± 0.1

9 ~1 3.8 ±1.5 6.4 ± 0.6
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High-pT W polarization

‣ Dominance of quark-gluon initial states plus V-A leads to 
significant transverse polarization of high-pT W’s

‣ Reflected in helicity angle (cos θ*) distribution

‣ Can’t determine p(W) precisely due to ambiguity of neutrino 
direction, so measure the correlated 

‣ Require pT(W) > 50 GeV to optimize correlation and statistics

‣ Biggest uncertainties from recoil energy scale, resolution

30
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with cos q⇤ is introduced. The lepton projection variable, LP, is defined as the projection of the39

transverse momentum of the charged lepton, ~pT(`), onto the normalized transverse momen-40

tum of the W boson, ~pT(W):41

LP =
~pT(`) · ~pT(W)

|~pT(W)|2 . (3)

In the above expression, |~pT(W)| is estimated from the magnitude of the vectorial sum of the42

missing transverse energy, ~E/ T, and ~pT(`) in the event. Experimentally, ~E/ T is reconstructed43

as the negative vector sum of the transverse momenta of all objects identified using a particle44

flow algorithm [2]. In the limit of very high pT(W), LP is equivalent to cos q⇤, which equals45

2(LP � 1
2 ).46

The CMS detector is described elsewhere [3]. The components critical for this analysis are47

summarized below. The central feature of the CMS apparatus is a superconducting solenoid48

13 m in length and 6 m in diameter which provides an axial magnetic field of 3.8 T. The49

bore of the solenoid is instrumented with various particle detection systems. The steel return50

yoke outside the solenoid is in turn instrumented with gas detectors which are used to iden-51

tify muons. Charged particle trajectories are measured by the silicon pixel and strip tracker,52

covering 0 < f < 2p in azimuth and |h| < 2.5, where the pseudo-rapidity is defined as53

h = � log tan(q/2), with q being the polar angle of the trajectory of the particle with respect54

to the counter-clockwise beam direction. A lead tungstate crystal electromagnetic calorimeter55

(ECAL) and a brass-scintillator hadronic calorimeter (HCAL) surround the tracking volume56

and cover the region |h| < 3. The HCAL and ECAL cells are grouped into towers projecting57

radially outward from the origin. In the region |h| < 1.74 these calorimeter towers have width58

Dh = Df = 0.087; the h and f widths increase at higher values of h. The detector is nearly59

hermetic, allowing for energy balance measurements in the plane transverse to the beam direc-60

tions.61

The trigger providing the data sample used in this analysis is based on the presence of at least62

one charged lepton, either an electron or a muon, with a minimum transverse momentum of63

22 (15) GeV for the electron (muon). Events passing this trigger are required to have at least64

one good reconstructed pp interaction vertex [4]. Electrons and muons are reconstructed and65

selected using the procedure and requirements described in the measurement of the inclusive66

W/Z boson cross section [5]. The selection of W boson candidates requires one electron (muon),67

with pT > 25(20) GeV in |h| < 2.4(2.1). High-pT leptons are also found in events in which68

hadronic jets mimic the lepton signature. Such fake leptons, as well as real leptons arising69

from decays of heavy-flavour hadrons or decays of light mesons within jets, are suppressed70

by imposing limits on the additional hadronic activity surrounding the lepton candidate in an71

event, since charged leptons from W boson decays tend to be isolated. The scalar sum of the72

transverse momenta of all charged particle tracks and the transverse energy in the ECAL and in73

the HCAL in a cone of DR =
p

Df2 + Dh2 = 0.3 centred on the lepton candidate is calculated,74

and the candidate retained if this sum is less than 4 (10)% of the electron (muon) pT. Electrons75

(Muons) from decays of Z bosons are suppressed by vetoing events containing a second lepton76

with pT > 15(10) GeV and looser isolation criteria.77

Since the analysis measures the lepton and neutrino momenta from W boson decays, there is no78

requirement on the ~E/ Tin the event. Instead, to further reduce backgrounds from QCD multi-jet79

production, the selection requires MT > 50 GeV for the electron channel and MT > 30 GeV80

for the muon channel, where MT =
p

2pT(`)E/T(1 � cos Df) with Df the angle between the81

missing transverse momentum and the lepton transverse momentum. The requirement on MT82
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Figure 1: Fit results using 36 pb�1 of collision data for the LP(e+) (left) and LP(e�) (right)
distributions. The left-handed, right-handed and longitudinal W templates, as determined by
the fit, are represented by the dashed, dotted, and dash-dotted lines respectively. The shaded
distributions show the QCD and EWK backgrounds. The blue line represents the sum of all
individual components, and can be directly compared with the data distribution (circles).
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Figure 2: Fit results using 36 pb�1 of collision data for the LP(µ+) (left) and LP(µ�) (right)
distributions. The left-handed, right-handed and longitudinal W templates, as determined by
the fit, are represented by the dashed, dotted, and dash-dotted lines respectively. The shaded
distribution shows the EWK backgrounds. The blue line represents the sum of all individual
components, and can be directly compared with the data distribution (circles).
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High-pT W polarization

‣ Dominance of quark-gluon initial states plus V-A leads to 
significant transverse polarization of high-pT W’s

‣ Reflected in helicity angle (cos θ*) distribution

‣ Can’t determine p(W) precisely due to ambiguity of neutrino 
direction, so measure the correlated 

‣ Require pT(W) > 50 GeV to optimize correlation and statistics

‣ Biggest uncertainties from recoil energy scale, resolution
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with cos q⇤ is introduced. The lepton projection variable, LP, is defined as the projection of the39

transverse momentum of the charged lepton, ~pT(`), onto the normalized transverse momen-40

tum of the W boson, ~pT(W):41

LP =
~pT(`) · ~pT(W)

|~pT(W)|2 . (3)

In the above expression, |~pT(W)| is estimated from the magnitude of the vectorial sum of the42

missing transverse energy, ~E/ T, and ~pT(`) in the event. Experimentally, ~E/ T is reconstructed43

as the negative vector sum of the transverse momenta of all objects identified using a particle44

flow algorithm [2]. In the limit of very high pT(W), LP is equivalent to cos q⇤, which equals45

2(LP � 1
2 ).46

The CMS detector is described elsewhere [3]. The components critical for this analysis are47

summarized below. The central feature of the CMS apparatus is a superconducting solenoid48

13 m in length and 6 m in diameter which provides an axial magnetic field of 3.8 T. The49

bore of the solenoid is instrumented with various particle detection systems. The steel return50

yoke outside the solenoid is in turn instrumented with gas detectors which are used to iden-51

tify muons. Charged particle trajectories are measured by the silicon pixel and strip tracker,52

covering 0 < f < 2p in azimuth and |h| < 2.5, where the pseudo-rapidity is defined as53

h = � log tan(q/2), with q being the polar angle of the trajectory of the particle with respect54

to the counter-clockwise beam direction. A lead tungstate crystal electromagnetic calorimeter55

(ECAL) and a brass-scintillator hadronic calorimeter (HCAL) surround the tracking volume56

and cover the region |h| < 3. The HCAL and ECAL cells are grouped into towers projecting57

radially outward from the origin. In the region |h| < 1.74 these calorimeter towers have width58

Dh = Df = 0.087; the h and f widths increase at higher values of h. The detector is nearly59

hermetic, allowing for energy balance measurements in the plane transverse to the beam direc-60

tions.61

The trigger providing the data sample used in this analysis is based on the presence of at least62

one charged lepton, either an electron or a muon, with a minimum transverse momentum of63

22 (15) GeV for the electron (muon). Events passing this trigger are required to have at least64

one good reconstructed pp interaction vertex [4]. Electrons and muons are reconstructed and65

selected using the procedure and requirements described in the measurement of the inclusive66

W/Z boson cross section [5]. The selection of W boson candidates requires one electron (muon),67

with pT > 25(20) GeV in |h| < 2.4(2.1). High-pT leptons are also found in events in which68

hadronic jets mimic the lepton signature. Such fake leptons, as well as real leptons arising69

from decays of heavy-flavour hadrons or decays of light mesons within jets, are suppressed70

by imposing limits on the additional hadronic activity surrounding the lepton candidate in an71

event, since charged leptons from W boson decays tend to be isolated. The scalar sum of the72

transverse momenta of all charged particle tracks and the transverse energy in the ECAL and in73

the HCAL in a cone of DR =
p

Df2 + Dh2 = 0.3 centred on the lepton candidate is calculated,74

and the candidate retained if this sum is less than 4 (10)% of the electron (muon) pT. Electrons75

(Muons) from decays of Z bosons are suppressed by vetoing events containing a second lepton76

with pT > 15(10) GeV and looser isolation criteria.77

Since the analysis measures the lepton and neutrino momenta from W boson decays, there is no78

requirement on the ~E/ Tin the event. Instead, to further reduce backgrounds from QCD multi-jet79

production, the selection requires MT > 50 GeV for the electron channel and MT > 30 GeV80

for the muon channel, where MT =
p

2pT(`)E/T(1 � cos Df) with Df the angle between the81

missing transverse momentum and the lepton transverse momentum. The requirement on MT82
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Uncertainty ( fL � fR)
� f�0 ( fL � fR)

+ f+0
electron channel

recoil energy scale ±0.042 ±0.150 ±0.027 ±0.078
recoil resolution ±0.046 ±0.047 ±0.037 ±0.039

electron scale ±0.017 ±0.014 ±0.019 ±0.016
total uncertainty ±0.066 ±0.174 ±0.050 ±0.090

muon channel
recoil energy scale ±0.029 ±0.123 ±0.011 ±0.092
recoil resolution ±0.012 ±0.006 ±0.012 ±0.004

muon scale ±0.002 ±0.004 ±0.004 ±0.036
total uncertainty ±0.031 ±0.123 ±0.017 ±0.099

combined measurement
recoil energy scale ±0.033 ±0.133 ±0.016 ±0.087
recoil resolution ±0.035 ±0.023 ±0.027 ±0.015

electron scale ±0.013 ±0.011 ±0.012 ±0.008
muon scale ±0.002 ±0.007 ±0.003 ±0.008

total uncertainty ±0.050 ±0.136 ±0.034 ±0.089

Table 2: Summary of the leading and the total systematic uncertainties. The uncertainties are
shown for the electron and muon final states, and for the combined measurement.

 -
R-fLf

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 - 0f

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 -
R-fLf

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 - 0f

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 +
R-fLf

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 + 0f

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 +
R-fLf

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 + 0f

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 3: The combined fit result (black filled circle) in the (( fL � fR), f0) plane for negatively
charged (left) and positively charged (right) leptons. The 68% confidence level contours for the
statistical and total uncertainties are shown by the green shaded region and the black contour
respectively. The disallowed region is shaded.
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sin2θW in Drell-Yan

‣ sin2θW measured to 0.1% at Z factories, 0.23116 ± 0.00013

‣ Usually measure through forward-backward asymmetry of leptons 
with respect to production axis

‣ But in pp collisions, hard to know production axis

‣ Only on a statistical basis, based on boost of lepton pair

‣ Use a per-event likelihood -- a matrix-element approach

‣ Write cross section in terms of fundamental interaction, 
incorporate factors for PDFs and detector effects

‣ Each event has a likelihood as a function of sin2θW

‣ Only free physical parameter, but could expand to fermion couplings, 
PDF parameters, etc.

‣ Some parameters of detector resolution also float in maximum 
likelihood fit, allowing data to determine energy scale

‣ Measure in Z→μμ sample, 297364 events, 0.05% background (!)
31
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sin2θW in Drell-Yan

‣ Simultaneous fit of rapidity, pair 
mass and decay angle

‣ Improvements could come with 
better PDF’s, NLO models

‣ Alignment in good shape

‣ Great potential for this 
technique in other contexts

32
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6 Results and Discussion393

In summary, we have presented a likelihood method to analyze the Drell-Yan process at LHC.
The process is described by the correlated rapidity, dilepton invariant mass, and decay angle
distributions. The quark direction in the elementary parton collisions, which is not readily
available in the proton-proton collisions at the LHC, is statistically modeled using correlations
of observables. The result of the analysis, which includes systematic uncertainties and correc-
tions from Table 2, is

sin2
qeff = 0.2287 ± 0.0020(stat.) ± 0.0025(syst.) . (16)

This measurement of the effective weak mixing angle in the predominantly uū and dd̄ !394

g

⇤/Z ! µ

�
µ

+ processes in proton-proton collisions is consistent with measurements in other395

processes [5, 7–11], as expected within the standard model.396

The evolution of this method may allow several parameters of the EWK couplings to be mea-397

sured simultaneously, such as measurement of the vector and axial-vector couplings of the light398

quarks separately from the lepton couplings. The only change in the analysis design would re-399

quire relaxing standard model constraints on the relationship between couplings in Table 1.400

Proper accounting for correlations of the systematic uncertainties in such a measurement then401

becomes important.402

With increased statistics of the Drell-Yan process at LHC, a further reduction of systematic403

uncertainties will become critical. Uncertainties from PDFs will reduce as better constraints on404

the proton model become available from LHC and elsewhere. In fact, the Drell-Yan process405

is itself a useful input to the PDF model constraints and the methods discussed in this paper406

may be used to constrain the eigenvectors in the PDF model. However, one must be careful407

not to mix information used for PDF constraints from the Drell-Yan process to perform other408

measurements with the same events, unless they are introduced into an analysis in a correlated409

manner.410

Uncertainties from the FSR model may be improved as higher-order EWK calculations are inte-411

grated with the higher-order QCD calculations of the matrix element in the Drell-Yan process,412

such as, for example, the integration of POWHEG and HORACE. While certain assumptions413

and corrections could allow us to reduce this particular uncertainty in the present analysis,414

we choose to be conservative since the total uncertainty is not necessarily sensitive to any one415

particular component and this approach reflects the present state of the tools used.416

Understanding the alignment of the silicon vertex detectors on the LHC experiments is critical417

for precision measurements using tracking information and it will certainly improve as LHC418

collaborations gain further experience. However, the present state of the CMS silicon tracker419

alignment is already excellent for this early stage of the experiment and for the measurement420

presented in this paper.421

Finally, effects from LO assumptions in the design of the model may be further suppressed422

as NLO matrix elements are employed in the likelihood approach and more variables are in-423

tegrated into the analysis. However, we view the current LO formalism as a conceptual step424

to develop multivariate matrix-element approaches to resonance polarization analyses, which425

can be equally applied either to the precision measurements with the standard model processes426

or to potential new resonances which may appear at the LHC.427
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from simulation in a fit where parameters of the polynomial functions are left unconstrained.240

The main effect is a loss of efficiency in the vicinity of the acceptance boundaries. A similar ap-241

proach is later employed as part of systematic uncertainty studies when we allow parameters242

of the efficiency model to be free in the fit to data.243

In the parameterization of the resolution function R(x), the FSR is modeled with PYTHIA and244

resolution effects are taken from the full CMS detector simulation, including effects of the245

tracker alignment on track parameter resolution. The function R(x) is approximated with a246

sum of four Gaussian functions to allow for the analytical convolution in Eq. (13) and to be247

flexible enough to describe both detector resolution and FSR effects. Parameters of the R(x)248

function are left free in the fit to the simulated MC sample. The overall shift of the Z mass in249

the resolution function R(x) is left free in the fit to data, effectively allowing the energy scale250

to be determined from the data fit.251

The background contribution is estimated by MC simulation; the QCD component has been252

cross-checked with data. The total expected background is about 0.05% of the signal yield. The253

background consists of the cross-feed from the qq̄ ! Z/g

⇤ ! t

+
t

� process, QCD, tt̄, and254

di-boson production in nearly equal contributions. The probability density function for back-255

ground Pbkg(~xi; ~
x) is parameterized in a similar manner to Eq. (13) with an acceptance range256

defined by the selection requirements and the distributions within the acceptance boundaries257

parameterized with empirical polynomial functions. The number of background events nbkg is258

fixed to the expected value of 157 events.259

5 Systematic Uncertainties260

We have performed a “blind” analysis of the data, in which the fit result is not examined until261

a review of the entire analysis is complete, including the evaluation of all associated systematic262

uncertainties. The list of systematic uncertainties on the measurement of sin2
qeff and associated263

corrections to the fit values, as discussed below, is shown in Table 2. These uncertainties arise264

from both theoretical assumptions and detector modeling.265

Table 2: Systematic uncertainties and corrections to the fit values in the measurement of sin2
qeff.

source correction uncertainty
PDF – ±0.0013
FSR – ±0.0011
LO model (EWK) – ±0.0002
LO model (QCD) +0.0012 ±0.0012
resolution and alignment +0.0007 ±0.0013
efficiency and acceptance – ±0.0003
background – ±0.0001
total +0.0019 ±0.0025

We follow the PDF4LHC working group [21] recommendation to estimate uncertainties from266

the PDF model. We re-weight a large MC sample generated with CT10 [18] PDFs to obtain267

samples equivalent to MSTW 2008 [19] and NNPDF 2.1 [20] PDFs. We vary the internal de-268

grees of freedom of the PDFs for all three sets of models. We also use this technique to vary as,269

but find its uncertainties to have negligible effects compared to any of the PDF variations. The270

following variations of sin2
qeff are obtained: +0.00130

�0.00121, +0.00048+0.00039
�0.00041, and +0.00034+0.00073

�0.00073, for271

CT10, MSTW, and NNPDF, respectively. For MSTW and NNPDF, we also provide the differ-272
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CMS scorecard

‣ Many standard-model results now in public domain

‣ Obviously cannot discuss all in one seminar....

‣ Many SM measurements do not require lots of data, but are often 
limited by systematics that require time for proper evaluation
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CMS Publications 
CMS publ. up to Oct 14, 2011

0 12.5 25 37.5 50
Heavy Ions

B Phy
Fwd Phy

QCD
EWK
TOP
Higgs
SUSY

Exotica

Paper Paper in prep. PAS

In total, on the 2010 and 2011 data sets :
77 papers on physics analyses, submitted, accepted or published 
6 papers close to submission
102 Physics Analysis Summaries
In addition : 3 QCD papers on 2009 data, plus 1 TRK, 1 MUO, 1 TAU, 2 JME papers 

PAS=Physics Analysis Summary

CMS !

CMS reached 100 papers on August 3rd "

Today 109 papers+ 6 close to be submitted."
86 papers on physics analyses!
24 performance papers on cosmic data!
5 performance papers on collision data!
+ 106 Physics Analyses Summaries!
+ ~700 Conference Notes on physics results!
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Prospects

‣ The 2011 proton run ended on 
Sunday afternoon!

‣ LHC delivered 5.74 fb-1

‣ CMS recorded 5.21 fb-1

‣ All analyses shown here will be 
able to incorporate about four 
times as much data during the 
next few months.
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Prospects

‣ Many SM measurements are already systematics limited, but paths 
towards improvement in many sectors:

‣ JES -- hope to improve to the ~1% level, much of current 
uncertainty due to low statistics in various samples

‣ b-tagging -- currently 10% efficiency uncertainty, will be greatly 
improved through calibration in tt events

‣ Luminosity -- at 4%, won’t get much better

‣ PDFs will continue to be constrained with more data

‣ Theory calculations at higher order possible?

‣ However, experimental conditions will become more challenging:

‣ LHC might remain at 50 ns spacing next year while reducing β* and 
increasing currents: 25 interactions/crossing

‣ Will require even more cleverness in event reconstruction, cleaning
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The search continues....
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The search continues....

‣ CMS has completed a great variety of measurements that test the 
predictions of the standard model:

‣ Many are exploring the new world of 7 TeV pp collisions

‣ Some have already reached impressive levels of precision

‣ And many have established powerful measurement techniques that 
are effective in the hadron collider environment and can be carried 
through into searches for new physics

‣ So far, no significant deviations from the SM that we know 
anywhere within the body of CMS measurements

‣ The search for the standard model will continue -- not until it is 
found, but until it is lost....
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